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Preface

For one unfamiliar with radar, it is often very difffi-
cult to gain a complete and thorough understanding of a parti-

cular aspect of radar engineering because of the multitude of

disciplines and variety of backgrounds and viewpoints of the
individuals explaining radar engineering. A large percentage
of radar literature deals with the analysis of specific
aspects of radar engineering as opposed to synthesis. I have
found this to be especially true in understanding the signal
processing that is needed to cancel the clutter present in
airborne or spaceborne radar returns so as to obtain target
range and velocity information. There appears to be two
reasons for this inadequacy: 1) to adaquately model and des-
cribe the clutter problem a varied and extensive mathematical
background is needed and 2) much of the 1literature that
relates to the clutter cancellation problem either broadly
treats the subject or concentrates on a specific feature or
aspect and causes one to lose perspective of the interrela-
tionship between the specific topic and the clutter cancella-
tion problem. It is thus my objective to present a concise

and succinct system explanation of the signal processing

needed to perform clutter cancellation by blending mathemati-

-”i cal theory and modeling of signal analysis techniques with a

’
4

heuristic description of the physical problem.
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To understand the clutter cancellation problem it is
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“e important that one maintain a proper perspective between the

* RO

reality of the physical situation and the occassional abstrac-

L4

tion of mathematical modeling. Mathematical models allow one

to describe and handle the clutter problem manageabably.

"9 'ty
Yot e Yooty fy

These models are idealizations or approximations of the actual
physical phenomena involved; yet to be useful they must convey

the essential features of the situation. The balancing of the

YO SN

complexity of reality against the simplicity of the math
models of that reality is one of the central issues that I
wish to explore. While it is important to wunderstand the
. theory and proof of various mathematical principles, because
5 many insights into the natural order of events can be brought
N to 1light, I do not wish to get bogged down in elaborate ab-
i "’ straction and precision of various particular branches of
mathematics. I hope to build upon the mathematical proofs and
combine physical reality to give one a full appreciation and
grasp of the problem.
.. Based upon these somewhat philosophical thoughts, I will
ey proceed in the next several chapters explaining the math
fundamentals that 1) Jjustify signal representation and
:; analysis and 2) provide a way of modeling clutter. These
ji mathematical ideas will then be applied in developing the

signal processing techniques that minimize and even eliminate

D."

NN

BN

clutter from a radar return. Hopefully, after reading this
text, one will have a fairly substantial understanding of the

clutter cancellation problem and can then effectively channel

2

one's efforts into specialized research of a particular aspect
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;}: Abstract

'EEE The ability of a space-based radar surveillance system
!fij : to obtain target information from a clutter corrupted radar
N echo signal 1is dependent upon the clutter cancellation
?3% technique employed. To thoroughly understand the nature of
f;E clutter so as to efficiently and effectively design and
R develop clutter cancellation techniques, fundamental mathema-
i;é; tical relationships dealing with radar signal representation,
i:? ’ probability theory, detection and estimation theory and signal
fi&: comparison techniques were established and defined. Since the
'Zés implementation of the mathematical expressions which describe
?55 (29 clutter and clutter cancellation techniques is accomplished
‘:ﬁ; digitally, digital signal representation and digital filter
Eﬁ; characterization via FFT's were also established and defined.
:?: Drawing upon the established mathematical principals, as well
-iy; as temporal probability models, spectral models and average

: backscatter coefficient models, clutter was described.

‘;’ Capitalizing on the different spectral characteristics between
.fé. clutter and targets, three representative doppler cancellation
'254 schemes were developed. The three schemes were delay line
;ﬂi cancelers, doppler filter banks and multiple look systems.

e;; Using the models developed for clutter and clutter
;EE cancellation schemes, an interactive simulation was developed,
;iif and used to analyze the clutter cancellation ability of
iéé QE% various cancellation methods against different backgrounds.
Oy
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I. Introduction

Motivation

Joint United States - Canadian Air Defense Policy states
that Canada and the U.S. will jointly maintain an air defense
system that can 1) provide tactical warning and attack
characterization so as to 1limit damage to strategic agd
retaliatory forces and command, control and communication (C )
nodes and 2) exercise control of peace-time access to
continental airspace (Ref 4:1). A viable air defense system
is predicated on a surveillance system that will provide
timely, reliable and unambiguous warning at a level sufficient
to support survival of strategic forces located in North
America.

In October 1981, in support of the North American
Tactical Warning (ATW) Mission, Air Force Space Division
proposed a constellation of space-based radar sensor systems
to provide indication and warning of an impending air attack
on North America. Per formance of the surveillance system is
based upon the sensor's ability to detect, track and provide
intercept vectors of potential hostile aircraft. The radar
system aboard each space platform is judged by its ability to
extract range and velocity information describing a target
(aircraft) from a returning radar signal.

The extraction of target range and velocity information

would be fairly straightforward if it were not for the fact

that the return signal is corrupted by energy returns from




f}; unwanted scatters. This unwanted energy limits the radar

system performance. The limitation to target detection and
target estimation by unwanted energy returns can be so severe
that at times the target is completely masked. To eliminate
the masking of targets, techniques must be employed which

reject or cancel out the unwanted energy returns.

Problem Statement

The return from unwanted targets is defined as clutter.
Clutter is the return, or group of returns of reflected radar
energy which results from scattering points of background
targets such as buildings, birds, insects, weather, land

and/or sea. The magnitude of the clutter returns 1is a

't; function of not only the orientation of the radar antenna
energy pattern with respect to the background targets, but

also the amount of surface area illuminated. The radar

o antenna energy pattern describes the magnitude of energy the
3: antenna radiates as a function of direction. The pattern is
;EE characterized by a main lobe, or main beam, and sidelobes.
i; Generally the greatest amount of clutter energy returns result
.;i from the illumination of background targets with the mainlobe,
E;_ but since the surface area which the sidelobes illuminate is
%i so large, the sidelobe clutter return cannot be ignored.

X Because a radar based on a space platform illuminates a
:§¥ large surface area, the return signal, or echo signal is
3- dominated by ground, sea, and weather clutter. The
i; 555 distribution of the power magnitude versus frequency is called
2

-
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a power spectral density (PSD). The echo signal which results

from clutter is generally described by a PSD curve. Current
clutter cancellation techniques employed on mobile radar
platforms, such as aircraft, ships, or trucks, use filtering
schemes or clutter cancellation techniques to filter out the
power spectrum which corresponds to stationary and unwanted
background returns. This allows for detection of targets of

interest such as aircraft or missiles.

Scope

This study analyzes the clutter cancellation capability
of various techniques available that could be used in Air
Force Space Division's space-based radar (SBR) system to
cancel ground and sea clutter. This study compares the
various cancellation techniques presently employed on mobile
radar systems in a space-based radar system, and is not a
study intended to be an exhaustive effort to collect all
methods available to cancel clutter. Clutter cancellation
techniques can be broadly divided into doppler and nondoppler
processing techniques. This study concentrates on the doppler

processing techinques that are described in Chapter III.

Assumptions

Although this effort was motivated by Air Force Space
Division's space-based radar design development, the satellite
and radar parameters are generic. The radar aboard the space-

craft is a pulse doppler phased array radar. The radar




.4} antenna size, radiated power, orientation, and transmitted
o waveform are described in Appendix A.

There is still some disagreement as to the exact
- statistics of earth and sea clutter, therefore the clutter
model defined in Space Division's Space-based Radar System

Specification was used. This model is detailed in Appendix A.

Evalution Standards

The clutter attenuation factor, CA, will be used to
e evaluate the performance of the various clutter cancellation
techniques that could be employed on the space-based radar
I* system. The clutter attenuation factor is the ratio of the
received clutter power normalized by the output clutter power
R of a clutter cancellation technique, or CA = C / C .

W in out
- This criterion was selected because it clearly shows the

capability of a cancellation technique to remove clutter

energy. (Clutter attenuation factor has the added advantage

;: of having a universal definition throughout literature.) The
E detectability of signal energy is the end product we wish to
< achieve, thus for this study the cancellation technique which
- yields the largest CA is considered as the optimal
i: cancellation technique. Obviously, other factors such as
:{ cost, weight, space qualification and complexity could have
E: been considered in choosing an optimal technique, but due to a
'5 wide variety of components available to implement a specific
& technique, cost and complexity as well as the other factors
f{ 55% were not discussed so as to limit the size of the study.

% 4
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4 ' Several steps were necessary to analyze the various
’ clutter cancellation techniques:

1. Various fundamental mathematical relationships dealing
with radar signal representation, probability theory,
signal comparison techniques, i.e. correlation,
spectral analysis, etc., detection and estimation
theory, and digital design needed to all be
established.

y )

X
LN W A A
X
L]

Since typically clutter cancelers filter or mask out

the power spectral components which correspond to

)

clutter, the design and implementation of filters had

L)

MBI "-,‘.'

* I)l

to be understood from both the time and frequency

t’ domain viewpoint. The frequency and time domain

AN
.

viewpoints allow one to comprehend exactly what the

PR N

filter is doing to the voltage signal that represents

‘I.

clutter.

3. A complete and thorough understanding of the

I

characteristics, parameters and models which describe

’

l. s,

land, sea, and atmospheric clutter as seen from a
. space-based radar, had to be gained. Clutter power
A intensity as a function of background had to be
understood. The clutter power spectral density had to

be thoroughly comprehended. An understanding of

b .
| A

clutter was essential because clutter cancellation

~ methods could not be effectively developed to cancel

an unknown quantity.
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4. Once clutter and filter were understood, clutter

cancellation algorithms and techniques could be
synthesized.

5. The clutter and the filters which make up the clutter
cancellation techniques, were computer modeled to more
fully understand the cancelling problem and to test
the feasibility of various cancellation techniques.

6. The attenuation factor for the selected cancellation
techniques were then computed and compared to
determine the optimal technique.

These six steps will be used to answer the question of
what is the optimal clutter cancellation technique to be

employed on a space-based radar system.

Summary of Current Knowledge

General information on airborne doppler radar, pulse
doppler, pulse doppler clutter, and clutter cancellation
techniques can be found in Merrill Skolnik's books

Introduction to Radar Systems (Ref 56) and Radar Handbook (Ref

57) and also David Barton's Radar System Analysis(Ref 6).

Specific clutter descriptions and clutter models can also be

found in Barton's Radar Clutter, Volume 5. This book contains

a compendium of articles describing clutter and clutter
modeling. Clutter cancellation techniques and clutter

rejection circuitry can be found in Barton's CW and Doppler

L e |

Radar, Volume 7 and D. Curtis Schleher's MTI Radar. Both of

these books are compendiums of articles which deal with
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- clutter cancellation. These references as well as other

support material, were used to develop the foundation of

- knowledge that is presented in the next three chapters.
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Chapter II Theoretical Background

Introduction

Before developing and analyzing return clutter waveforms
and the receiver/processors to eliminate clutter, it is
necessary to establish some fundamental concepts. In this
chapter I develop 1) appropriate time and frequency signal
representation for both deterministic and random signals; 2)
signal analysis techniques; 3) matched filters and their
usage; and 4) detection and estimation criteria. Since signal
analysis in radar is usually accomplished with a special
purpose digital computer, digital domain signal representation
and digital analysis of signals and systems will be presented.
It is not my intent to present a complete and thorough
development of all these digital concepts, as has been
elequently accomplished in the various references cited, but
rather to highlight their important and salient features and
show their application to the clutter cancellation problem.
With an understanding of signal representation and analysis,
prudent waveform design through the use of ambiguity functions

can be explained.

Signal Representation

Signal representation is probably the most important and
fundamental concept needed to understand both the analysis and

the design of radar engineering. Information about the

presence, cross section, range, velocity, etc. of a target is
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all determined from the received reflection of the transmitted

signal. More efficient signal analysis and design can occur
with proper waveform representation. For the clutter cancel-
lation problem a way of representing 1) the transmitted and
reflected target energy 2) the reflected clutter energy and 3)
noise energy is needed.

The energy transmitted from the radar antenna and
received from a reflected target can be represented by a
deterministic signal in either the time domain or in the
frequency domain. The time domain representation can either
take a real or complex form with the frequency domain
expressions being transforms of one of the time domain forms.
The most straightforward representation of a radar signal is
as a real-valued time function consisting of a high frequency
carrier modulated in amplitude and/or phase by functions that
are generally narrowband (i.e. B/f < .1 where B is the signal
bandwidth and £ 1is the carrier frgquency). The radar signal,

o
denoted s(t), can therefore be written as

s(t) = A(t) cos[2Tf t + ©6(t) + ¢ ] (I1I-1)
o o

where A(t) is the amplitude modulation function, ©O(t) is the

phase modulation function, f is the carrier frequency 1in

hertz, and ¢ is the initial phgse angle. Throughout the rest

of this sect?on I assume ¢ = 0 with no loss in generality.
Making use of the grigonometric identities 1listed 1in

Appendix C, equation II-1 can be presented in quadrature form
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s(t)

x(t) cos 2T t - y(t) sin 27T t (II-2)
o o

where

o x(t) A(t) cos ©

) (II-3)
il y(t) A(t) sin ©

In the development so far we have simply represented the

signal in a different form, i.e. as quadrature components,
however a similar quadrature component formation is used in
the development of the clutter cancellation techniques. We
will see that the formation of quadrature components, similar
to those described by equation 1II-3, enhances the radar
can processor's ability to recover information that would
* otherwise be lost. Quadrature components are also used to
enhance the detection process.
From the quadrature component representation, the
complex exponential representation, u(t), is formed from the
two real low pass signals x(t) and y(t) as

jo(t)
u(t) = x(t) + j y(t) = A(t) e (II-4)

-t where
2 2 2
A (t) = x (t) + y (t)

% (11-5)
-1
o(t) = tan [y(t)/x(t)]

In equation II-4, u(t) is the complex envelope of the signal
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s(t). Using appropriate trigonometric identities it is easy
to show that the radar signal described in equation II-1 can

be rewritten as

*
s(t) = .5 [u(t) explj2TE t] + u (t) expl-j27f t]) (a)
o o
(II-6)
= Re [u(t) exp([j2TF t]] (b)
o
where Re means '"real part of." Equation II-6b provides a

form where only the complex envelope of the signal need be
utilized in calculations, thus eliminating the need for any
manipulations of the carrier frequency.

A different complex representation of the radar signal
described in equation II-1 can be obtained by application of
the Hilbert transformation. Given the signal s(t), we form

the analytic signal s (t) by
a

s (t) = s(t) + j 8(t). . (II-7)
a

The function 8(t) is the Hilbert transform given by

8(t) = (1/2n) f s(o’)/(t - o’) do’ (I1-8)

where "3"

denotes the Cauchy principle value of the integral.
(Note: 1Integrals without labeled limits are defined to have

infinite limits.) From equations II-6b and II-7 we see that

........
...............
....................




s(t) = Re [s (t)] = Re [u(t) exp[j27TF t]] (I1-9)
a o
therefore the analytic signal is related to the complex

exponential representation by

s (t) = u(t) explj2TE t] (II-10)
a o

Thus for analysis of radar signal we can use the complex
exponential signal form and assume it is the same as the
Hilbert transform representation (Ref 20:20).

wWwhen using the complex envelope representation, atten-
tion must be focused on the relationship between the energy,
E, of the signal and the energy of the complex envelope. From

Parseval's theorem the energy of a signal is

=
L

2 2 2
JIS(t)I dt = A (t) cos [ZTTE t + ©(t) + ¢ ]1 dt
o o

2
JA (t) / 2 4t (II-11)
The energy in the complex envelope is

E = Ju(t)] 4t = A (t) e dat

( 2 J je(t) * -jo(t)
A(t) e
c /

r 2
= A (t) dt (II-12)

DA

LA
~

D

Therefore we see that the energy in the complex envelope

v % % ¥
2 »

P Y

contains twice the energy of the signal it represents.

12

SISERI.

v .




PG

e

R A
<

4

! .-::f

Lo
bk

:3: As mentioned before, the radar signal can also be des-
{“ cribed by its frequency content. The frequency spectrum, S(f),
iﬁ is the Fourier transfrom of the time domain function s(t)

e _j2TEL

o S(f) = s(t) e dt (I1-13)
=

@& The inverse transform is thus written as
.

:3 j2TEt

AR s(t) = Js(f) e af (I1-14)
:w:.

by

ko

N There are many Fourier transform properties which aid in
ﬁ.'.'\

;g the radar analysis and design. (See Appendix C page C-2 for a
3 ¥

Na

o list, Ref 45: Chapter 3 or Ref 46: Chapter 2) Two particular-

o ly useful properties are the symmetry relation and the

~§: frequency shifting theorem. If s(t) is a real-valued function
X0 the symmetry relation is
oy *
aY
Y S(f) = 8 (-f) . (II-15)
<
“u
" y *
e where S (f) is the complex conjugate of S(f). The shifting
;;; theorem is defined as
.LJ .
T g(t) explj27Tf t] & G(f - f ) (I1-16)
o o o
e
o Applying equations 1II-15 and II-16 to the radar signal,
[_Fa.
f: s equation II-1 can be written as
‘:’q
A

*e A
- gh RISy
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S(f) = .5 [U(f - £ ) + U(f + £ )] (I1-17)
O (o]

where U(f - £ ) is the Fourier transform of u(t), defined 1in
equation II-4?

Taking the Fourier transform of the complex signal form,
described in equation II-6a, we get

*
S(f) = .5[U(f - £ ) + U (f - £ )] =U(f - £ ) (II-18)

o o o
From equation II-18 we see that the amplitude frequency
spectrum of the complex form is twice the amplitude of the
first component of the signal amplitude spectrum. Figure II-1
illustrates the spectrum magnitude for the real .nd rofsplex

signals and their interrelationship.

l U = % U o % U0

.
wulin % Ut

(a) Real Signal Magnitude Spectrum

Uit

Ui - U ety

(b) Complex Signal Magnitude Spectrum

Fig. II-1 Real and Complex Signal Magnitude Spectrum




Up to this point when describing the radar signal

i' frequency spectrum we have only been concerned with the
amplitude spectrum. Two other useful spectral quantities are
the energy spectral density (ESD) and the power spectral
density (PSD), defined as

2

ESD of s(t) = }S(f)] (II-19)

- 2

- PSD of s(t) = Lim (T -»¢0) ls(f)l /T (1I-20)

':f

?: where T 1is the observation time. The signal energy and

e average power can thus be calculated by integrating over the

\ signal bandwidth. The signal energy is thus

:{: . 2

{ m E = ls(£)] ar (Joules/Hz) (II-21)

"

o

9 .

;i: and the average power is

3

2

P = Lim (T -»>00) IS(f)] /T df (Watts/Hz) (II-22)
’:\ ave

ﬁ

- The signal average power and the power spectral density
. provide a convenient, and most useful, way of describing
o clutter and noise and thereby a method of analyzing the
4.

_E various clutter cancellation schemes. This will become

L

Y evident in the next chapter.

A%

\3 Because of the randomness in amplitude and phase of

-\.':

o clutter scatterers and the random nature of noise, clutter and

. .
S noise cannot be described by a deterministic signal, but

E: rather by a stochastic process. A stochastic ©process is

' 15
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defined as a collection of time functions, x(t,c), that are

the outcomes from a repeated experiment. The outcomes from
each experiment repetition, one for each ¢ , form a family, or
ensemble, of functions. If only discret; values of time are
considered, then x(t,c) 1is a discrete stochastic process,

otherwise x(t,c) 1is a continuous stochastic process. (For

notational convenience the "c¢" in x(t,c) will be suppressed in
future discussions when it is clear that stochastic processes

are the issue.)

The probability theory notation to be used will be
described before discussing the representation of noise and
clutter as stochastic processes. While the notation and
statistical properties presented assume continuous random
variables, the theory applies to discrete random variables.
To obtain the discrete form simply replace the integrals with
summations. Given two events, defined by the random variables
X and Y that belong to a sample space, the following probabi-
lity properties are defined:

1) The probabilty of event X occurring, or the relative
frequency, is P(X) = Lim (n -»>e) n /n.

2) The joint probability of both ezents X and Y occurring
is P(X,Y).

3) The events X and Y are independent if P(X,Y) =
P(X)P(Y).

4) The conditional probability of event X occurring given
that event Y has occurred is P(X/Y).

5) Conditional probability can be written as P(X,Y) =

16
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P(X/Y)P(Y) = P(Y/X)P(X).

The distribution of a function of the random variable X

is defined

P(x) = P[X < x] (11-23)

defined for - @< x < 00 (Ref 44:88). The probability density
function (pdf) of X is the derivative of the distribution

function.
p(x) = d P(x)/dx (I11-24)

where
1) p(x) 1is the probability that the value of x lies
between x and x + dx.
2) p(x) > 0 for all values of x.
3) § p(x) dx = 1.
4) The derivative of P(x) is assumed to exist.

From equations II-23 and 11-24 we see that

X
P(x) = p(x) 4dx (II-25)
~‘e0
b
Pla < X < bl = P(b) - P(a) = § p(x) dx (II-26)
a

where P(b) > P(a). On page C-3 of Appendix C is a list of
the pdf's commonly used in this study.
The expected value (mean) of a random variable with a

pdf p(x) is

17
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N E[x] =m = Jx p(x) dx (II-27)

{ X
i: where "E" is the expectation operator. The expectation of a
¥f function f(x) is defined as
- E[f(x)] = J'f(x) p(x) dx (II-28)
- n n th
g, where if f(x) = x , the function E[x ] is called the n
ij moment. Note the first moment of p(x) is the mean of p(x).
s
:; The second moment about the mean, or second central moment, is
%ﬁ the variance defined as
:;
~ 2 2 2
o =E[(X-m) ] = |(X-m) p(x)dx
{ ‘I} X b 4 X
:; 2 2
- =E[X ] -m (1I-29)
%
The square root of the variance 1is <called the standard
deviation. The third central moment is a measure of the
asymmetry of p(x) about m and is called the skewness of the
x
distribution.
:ﬁ The statistical properties developed for a single random
;j variakble can be extended to multiple random variables. We can
- think of multiple random variables as being components of a
‘o random point in a multiple dimension space. The point is
. called a vector random variable or random vector. This
o3
e concept will be exploited in detection theory when detection
;j is based upon multiple signal returns. Random vector

18




statistics is also wutilized when a continuous signal is
discretized. We will limit the discussion of multiple random
variables to two variables X and Y with no loss in generality.

If X and Y are two jointly distributed random variables,

with joint pdf p(x,y), the following properties hold:
1) P(x,y) = P[X < x, Y <yl
2) 0 < P(x,y) < 1 for all x,y

2
3) p(x,y) O P(x,y)/3x3dy

4) P(x,y)

XY
, ¢ p(x,y) dxdy
= ~ad

5) Pl[a < X < b, c <Y <d] = p(x,y) dxdy

D -G
00,

1]
-

6) )j p(x,y) dxdy

7) The marginal densities of X and Y are:

p(x) § p(x/y) p(y) dy

§f ply/x) p(x) ax

f p(x,y) ay
j p(x,y) dx

"
]

p(y)

8) The mean of X and Y is:

E[X] =m = §{x p(x,y) dxdy = §x p(x) dx
X
E[Y) =m = jjy p(x,y) dxdy = {y ply) dy
Yy
th
9) The (n + k) order joint moment, or cross moment of X
and Y is:
n k n k
E{X Y ] = SSx y pix,y) dxdy

10) The first joint central moment, the covariance, is:

SN etata

‘!.\ \.\ \
ih."'\ .A.).\
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o’ = E[((X-m )(Y-m )] = JJ(X -m )(Y - m )p(x,y)dxdy
Xy X Y X Y

11) The normalized covariance of X and Y, or correlation

coefficient, is:

E[(X - m )(Y - m )] o’
X Y Xy
p = =
Xy 2 2 .5
[E[(X - m )} ] E[(Y -m ) ]I o'c’
b y Xy .
where |p | < 1.

Xy
12) The random variables are uncorrelated if E[XY] =
E[X]E[Y]. If the random variables are uncorrelated then

the correlation coefficient is zero. If the two random

variables are independent then they are uncorrelated.
13) The random variables are orthogonal if E[XY] = O.

A final statistical operation that needs to be explained
is a method of obtaining the statistics of a random variables
defined indirectly as a function of another random variable.
This occurs for example when the quadrature components of the
received voltage is known and the pdf of the magnitude and
phase of the received voltage are needed. Given a N -
dimensional space X with joint pdf p(x ... x ), let the new N

N
variables be defined on a space Y be defined by the N func-

tions

Y =g (x ... x ); k=1, ... N (II-30)
k k 1 N

The inverse functions are defined as

20
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{f Xx =hi(y ...Y¥); k=1, ... N (II-31)
b k k 1 N

o

:{: The new joint pdf is given by

ply ...y ) =

- 1 N

\

’; P[x =h (y ...y); kst ... N] |J]| (II-32)
2 k k 1 N

e

G

}¢ where 1J1 is the Jacobian of the transformation defined as

o

7 dh /dy . . . dh /2y

"4-:: 1 1 N 1

\l.--l Y .

> gl = . . (II-33)
“ s . .

\G dh /2y . . . 3h /2y

.:-_:.. 1 N N N

N (For a more complete discussion of the probability properties
fﬁ presented consult Ref 44:Chapters 1-8 and Ref 45:Chapter 4.)
AN .

55 The statistical properties just discussed for random
, variables also apply to stochastic processes. (For a complete
fg explanation of stochastic properties consult Ref 44:Chapters
‘12 10 and 11 or Ref 20:34-39.) In the clutter cancellation
:f discussions that ensue, we will assume that the noise and
E: clutter processes are wide-sense stationary, that is the sta-
-

j; tistical properties of the ensemble do not change under a

i 2 shift in the time origin, but are a function of time

CIRASK
s difference T (Ref 66:30) and that the ensemble average is a
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e
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XY
7 For a random process we define an ensemble moments and
:: time moments. If the ensemble moments and the time moments
are equal then we say the process is ergodic and we only need
analyze one set of moments, usually the ensemble moments. The
2: ensemble first moment, or average, is defined
e
-l
E(x(t)] = J x(t1,q) p(q,t1) dg =‘Ix p(x,t ) dx (II-34)
1
2 where t is a fixed time. The time average is defined as
1
- T
- <x(t)> = Lim (T ->00) (1/2T] § x(t) at (II-35)
- -T
; "‘ where < > denotes the time average.
% One of the most important relationships of stochastic
E processes is that of correlation. Correlation is a measure of
interdependence or association between signal values (Ref
. 60:233). Again we have both an ensemble and time correlation
T function. The ensemble autocorrelation function, the correla-
tion between a function and a delay version of itself, is
: .
. R (T) = E[x(t)x (t + T)] =
. X
\ * *
. x(t )x (t )plx(t )x (t )] dx(t )dx(t ) (II-36)
= 1 2 1 2 1 2
e
R where t = tandt =t +T. The ensemble cross-correlation
¥ 1 2

between two processes x(t) and y(t) is defined as

22
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0 R (T) = Elx(t)y (t +T)] =

r Xy

L * *

PN x(t )y (t )plx(t )y (t )] ax(t )dy(t ) (II-37)
o 1 2 1 2 1 2

N .

2 R (T) = Ely(t)x (t + T)] =

T~ yXx

o * *

o y(t )x (L )ply(t I)x (t )] dy(t Ix(t ) (II-38)
N 1 2 1 2 1 2

‘}'.i The time autocorrelation function is defined as

- R (T) = <x(t)x(t + T)> =

‘. X
1.‘ Lim (T ->@0) [1/2T} J x(t)x(t + T) dt (II-39)
{ '

¢ If the process x(t) is ergodic then R(T) = R(T). For the
’: clutter problem we assume that the noise and clutter processes
o are ergodic.
v The correlation function has several properties that are
~I

;3' useful in the design and analysis of clutter and of
~2

» cancellation techniques.

o *
,‘.'\ 1) For complex processes: R (-T) = R (T)

- x X

-:: *
--_:" R (T) = R (T)

N Xy x
.'_:
:::Z 2) For real processes: R (T) = R (-T)
o X X

s
iy ~ R (T =R (-T)
;-; Xy yX
Y
""
..I
W
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3) IR (MI] <R (0)
X X
.5
IR (T)] < [R (0) R (0)) < .S5[R (0) + R (0)]
X X Y X Y
* 2
4) R (0) = E[x(t)x (t)] = &
X

* *
5) R (T) x(t) * x (-t) = J x(T)x (t-T) 4ar

X

* *
6) R (T) = x (-t) * y(t) = J x (t—T)y(T)-df
Xy
Analogous to narrowband deterministic signals, a random
process is said to be narrowband if its spectral density is
zero except for a narrow frequency region around a high
carrier frequency (Ref 66:75). If n(t) is a real narrowband

WSS random process with zero mean, it may be expressed as

n(t) = x(t) cos2fTE t - y(t) sin2TE t (II-40)
o o

where the quadrature components x(t) and y(t) are low pass,

?

zero mean, WSS processes. The correlation properties listed
'~ above also apply to narrowband processes (Ref 66:75-78).
<
N The last, extensively used correlation property to be
Mo
S

discussed, is the Wiener - Khinchine theorem. This theorem

- 8

states that the power spectral density of a WSS process x(t),

N
'hl
:ﬁ with autocorrelation R (T), is defined as the Fourier
o x
s transform of R (T). Therefore
e o, x
N -j 21T .
3 S (f) = R (T) e ar (II-41)
-~ x X
-
24
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and it follows that

j2mer
R (T) = S (f) e daf (I1-42)
b4 x
The average power is thus
2
R (0) = |S (f) df = E[Ix(t)] ] (11-43)
x X

For the two real, Jjointly, WSS random processes x(t) and y(t)

with a cross correlation function R (7), the cross power
Xy
spectral density is

-3 2TTEd
S (f) R (T) e aT (II-44)
Xy

Xy

and the inverse transformation is

§ 21TET
R (T) = |s (f)e aT (II-45)
Xy Xy

From correlation property (1) we obtain

S (f) =S (-f) ; Real process
Xy yX
(II-46)
*
S (f) =8 (f) ; Complex process
Xy Xy

As will become evident in the next several sections and
then in Chapter III, the power spectral density of a

deterministic signal or a random process provides a useful way

25
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of describing not only a waveform, but also a way to describe
and develop signal analysis techniques that exploit the
different power spectral characteristics of signal so as to
distinguish target information from clutter and noise.

Before proceeding on to the development of signal
analysis techniques, we first need to provide a descriptor for
white noise. We will delay discussion of colored noise, i.e.
clutter, because it will be covered in Chapter III. In the
clutter problem we are dealing with bandpasé signals, there-
fore white noise can be described by the bandpass signal
defined in equation II-45, where x(t) and y(t) are lowpass,
zero mean, WSS Gaussian processes. We define noise to have an
impulse autocorrelation function and an unit spectral
response. For this study we characterize white noise as shoW

in Figure II-2.

R(T) S(£)

[} E)

T f

(a) Autocorrelation (b) Spectral

Fig. II-2 Noise Autocorrelation and Spectral Characteristics

Signal Analysis

As would be expected, since deterministic and random
Py signals are decribed in both the time and frequency domain,

signal analysis is also performed in both domains. The signal
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analysis techniques used to cancel clutter and obtain target
information from a reflected radar signal, are based in one
form or another on the correlation principle. Correlation is
the process of determining the mutual relationship which
exists between two signals in bandwidth, time duration, shape
and energy distribution, etc. (Ref 13:92). As shown in the
last section, correlation applies to both deterministic and
random functions, therefore the correlation concepts will be
described assuming a deterministic signal. In the cases where
s(t) is a random signal, i.e. <clutter or noise, then moment
calculations must be applied. Target information such as
range and range rate is related to various signal parameters,
i.e. delay and frequency shift. Given the target information
desired, the appropriate signal parameter from the reflected
radar signal is compared, or correlated, with the transmitted
signal. The level of comparison provides an indication of the
value of the signal parameter and thus the desired target
information.

From the time domain perspective, correlation is
accomplished via the concept of convolution between a linear,
time invarient system and a signal. From the previous section
we saw that convolution is related to correlation by

*

R (t) = s(t) * s (-t) (II_47)
S

If s(t) is real and symmetric, then convolution is

correlation. Given a signal s(t), a linear system, or filter,

27
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can be derived such that a prescribed response occurs for
perfect correlation. Any deviation from the desired response
indicates other than perfect correlation. The response of the
linear filter to any signal is given by the convolution

integral
y(t) = s(T) h(t - T) a7t (II-48)

The convolution between the signal and the filter is denoted
s(t)*h(t). To obtain specific target information, a filter
is designed to provide a measure of correlation of the appro-
priate signal parameter between the trénsmitted and reflected
radar signal. The filter, operating in the presence of noise
and clutter, exploits the characteristic differences between
the signal and clutter and noise. A convenient way of
designing the filter to perform the desired correlation on
either random or deterministic signals is accomplished via
frequency domain analysis.

Frequency domain analysis can be approached from two
points of view. The first perspective looks at frequency
domain analysis as transforming a signal into a new domain
and then observing the amplitude, energy,or power distribution
over the frequency spectrum for certain distribution
characteristics. Unwanted characteristics are removed through
selective nulling, or filtering. This perspective is useful

when dealing with both random and deterministic signals. The

second frequency domain perspective views frequency analysis




as a tool to conveniently design the appropriate correlation
filters that are suggested in the time domain. Applying the
Fourier transform, equation II-13, to the convolution

integral, the frequency domain representation is
-27TEt
Y(f) = e dt s(T)h(t-T 4t (I1-49)
Letting p = t-T, equation II-48 can be rewritten as
-32ME(p+ T~
Y(f) = s(T)e dp s(T)h(p) 4T (IT-49%a)

Rearranging we see

-j2TE i [ -2T%p
s(MNe - dT |[h(ple dp

Y(£f)

S(f) H(f) (I1-50)

that the time domain convolution of two functions is simply
the multiplication of the Fourier transform of each
deterministic signals. The response of a filter to a random
signal is described in terms of the power spectrum. Driving a
deterministic filter, with transfer function H(f), with a

random signal x(t), having a PSD of S (f), the filter output
X
PSD is

2
S (£) = s (£f) lH(f)) (I1-51)
Y X
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(Ref 45:347). Equation II-50 also illustrates the fact that

in the frequency domain the necessary filter is the ratio of
the desired frequency response divided by the signal
frequency. Both perspectives on frequency analysis will be
utilized throughout this study. Spectral characteristics will
be used in describing the signal, noise and clutter, while
frequency domain synthesis techniques (Refs 29, 44, 46) will
be used to design the necessary filters.

Since the signal can conveniently be described in the
frequency domain, and analysis, design, and synthesis of
filters tend to be easier in the frequency domain, spectral
analysis will be heavily utilized in describing and analyzing
the clutter cancellation problem. Estimation of the power
spectral density of a signal is traditionally calculated by
one of three methods (Ref 7:250): 1) Bandpass filtering - the
signal is passed through a bank of filters, or a comb filter,
the response is then squared and scaled by the observation
time. The filter bank can either be implemented with lumped
constants or digitally. Digital filtering will be discussed
in an upcoming section. 2) Indirect method - the signal
autocorrelation function is estimated, usually by

N-m-1 *
R (m) = [1/(N-m)] > s(nT + mT)s (nT) (II-52)
s n=0
where n is the sample number and m is the frequency index. The
PSD 1is calculated by taking the Fourier transform of the

correlation function usually via a fast Fourier transform
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(FFT) operation such as the one suggested by Blackman and

g;‘. I + 3 ,",'..'..'..'.. R
ER A

. Tukey
-': M
. s (f) = 3 R (m) exp([-j2TEmat] (I1I-53)
BT m=-M ]
(Ref 34:1383). 3) Direct method - the Fourier transform of
the signal is calculated, squared, and scaled, usually through
: a FFT algorithm. FFT algorithm usage will be discussed in the
f: digital filtering section. The direct method can also be
? implemented by one of several modern estimation methods, the
:i méjority of which are based on the rational model approach.
2
& In the rational model method the PSD of a time series is
{ c‘, assumed to be modeled as a rational funtion
i- -jw -jwn | 2
g b +Dbe + . .. +t+be
N jw o 1 n
S(e ) = (II-54)
- -jw -jwm
20 a +ae + .. .+ae
5 o 1 m
&_ where m > n (Ref 34:1387). The PSD is determined through the
:ﬁ selection of the coefficients. The use of nontraditonal
:; spectral estimation techniques for clutter and target
L
- estimation will not be considered within this study.
.
Qj Having established the fundamental radar signal analysis
v
;2 techniques, we can now look at specific filters that maximize
a1
vl the signal to interference and allow for detection.
-
s 3
I,.
-“.
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Matched Filter Development

In the last section we showed that target information is
obtained by correlating, or convolving, the received signal
with a linear filter. Proceeding from that framework,

effective extraction of range and velocity information from

the echo signal can be accomplished by maximizing the signal

to interference ratio, S/I. Interference is defined as the
energy from white noise as well as from unwanted scattering
elements (clutter or colored noise). It can be shown that the
signal-to-noise ratio is indirectly related to radar
performance measures such as probability of detection,
probability of false alarm, and range and doppler estimation
accuracy (Ref 22:143).

A radar signal processor is nothing more than a
composition of various filters. Before developing the filter
that maximizes the S/I ratio, let's first philosophically look
at the role of the processor to aid in the filter development
. and to provide insight into the detection and estimation
problem. The function of the radar signal processor is to
determine whether a target is present or absent, at what range
and at what velocity. Detection criteria is normally based on
the concept of direct probability. Direct probability is the
probability which describes the chance of an event happening
before the event occurs. If the event actually happened, then
the best estimate, or hypothesis, as to the cause of the event
illustrates the concept of inverse probability (Ref 56:377).

Detection criteria based on inverse probability is particular-
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ly useful in statistical detection and statistical parameter
estimation. To illustrate the above ideas, take for example
the event of the radar receiver output voltage. It is of
interest to determine whether the output was caused by noise
or by a target in the presence of noise. The probability that
the cause of the event was noise or signal-plus-noise before
the event occurs is labeled the "a priori probability,” while
the probability that the receiver output voltage was caused by
noise or signal-plus-noise after the event occurred is called
the "a posteriori probability." The "a posteriori" probabili-
ty represents the state of information obtained as a result of
observing the output. The method of inverse probability uses
the "a priori probabilities" associated with each of the
possible hypothesis (i.e. whether the receiver output was
caused by noise or signal-plus-noise) to explain the cause of
the event. The "a priori probabilities", along with a
knowledge of the event, are used to compute the "a posteriori
probabilities."” A separate probability is computed for each
hypothesis and the largest "a posteriori probability" is
selected as the most likely cause of the event (Ref 56:377).
The best any receiver can do is to form the "a
posteriori  probabilty"™ distribution (Ref 67:31). To
illustrate the idea of inverse probability, the "a posteriori
probability” of the delay, T, of the transmitted waveform will
be formed. As stated before, these signal parameters provide
information on the target's range. The probabilty distribu-

tion information, most conveniently handled in logarithmic
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form, is called the information function. The information

function for the time delay distribution is

Q(T) = 1n [P(Y/T)] (II-55)

where Y is the received signal voltage with a time delay
associated with it, and P(Y/T) is the probability density for
the received signal given a delay T (Ref 67:31).

In the case where the echo return of the waveform has a
time delay of T the received signal is

o

Y(t) = s(t -T) + n(t) (II-56)

where s(t) is the transmitted signal and n(t) is the added
white Gaussian noise with probabilty distribution proportional
to

T 2

k exp[1/N § [n(t)] dt] (II-57)
o0

where N is the mean noise per unit bandwidth and T defines
o
the observation period (Ref 67:31). The noise function can be

rewritten as n(t) = Y(t) - s(t-T). Substituting into equation
II-57, we obtain
2

T
k exp[-1/N § [Y(t) - s(t-T)] 4t ] (II-58)
o0

Equation II-58 is proportional to the probability density of




the noise waveform hypothesised on the echo signal being

delayed T. The information function concerning range is thus

T 2
Q(T) = -k/N § [Y(t) - s(t-T)] dt (II-59)
o0
The actual time delay is obtaired by maximizing the
information function. This is done by varying T to obtain the
value that gives the least mean square departure from the

received signal.

Expanding the integral in equation II-59, we get

2 T 2

T T

SIY(t)] dt - 2 SY(t)s(t-T) dt + SIs(t-T)] dt (II-60)
0 0 0

Upon reception, Y¥(t) is known and can be absorbed by the con-
stant k. Integrating over one period makes s(t-7) independent
of time delay and therefore is known and can also be absorbed

by the constant k. Thus equation II-60 becomes

QUT) = 2k/N § [¥(t) s(t-T)] at  (1I1-61)
o0

Equation II-61 is the information function which in
logarithmic form gives the "a posteriori probability" distri-
bution of the values of T. From this function we obtain the
probability that the received signal is from a target with a
time delay of T. A similar development for determining the "a
posteriori" distribution for the received waveform's frequency

shift can also be performed.
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The information function, equation II-61, is simply the
output from a linear filter, which apart from the scaling
factor 2k/N , is the convolution of the input Y(t) and the
impulse resgonse h(t) = s(-t). The filter is the wunique
linear filter which gives the maximum peak signal to noise |
ratio, The filter has the same frequency response, which in
19 magnitude has the same shape as the amplitude of complex
‘ envelope of the transmitted signal s(t), but in phase is equal
‘\N in magnitude and opposite in sign (Ref 67:32). The filter
described in Woodward's information function (equation II-61) |
is commonly called the matched filter.

While the matched filter can be developed in the time
.fig domain (Ref 22:144-149), it is more easily shown in the
(ip . frequency domain by applying the Schwartz inequality (Ref
N 46:159-162).

In general the received signal is the sum of the

transmitted waveform s(t) and noise n(t)
y(t) = s(t) + n(t) (II-62)

where n(t) can either be white or colored noise. The signal

y(t) 1is applied to the receiver filter with a transfer

function H(f). The signal component at the filter output is
j2TTEt

s (t) = J'S(f) H(f) e df (II-63)
o

where S(f) is the Fourier amplitude spectrum of s(t). If t
o
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is the time that the output signal is maximum, then the peak

signal power, P, is

2 2
P=|st)) = |J S(f) H(f) explj2ImEt ] af (II-64)
o
The average filter output noise power is
2
N = |s 6|l as (II-65)
o ) N

where S (f) is the receiver input noise density spectrum. The
N
signal to noise power to be maximized is

2
s | JS(f) H(f) expl2MEt ] df
(o]
_ (11-66)

2
N J s (f) | me)|  as
N

To maximize equation II-70, the Schwarz inequality is applied.
If A(f) and B(f) are general complex functions of . the real

variable £, the inequality is
2 2 2
| {ace) ey ag) < {|ao)l ae { |Be)] ag  (11-67)

where the -equality holds only when B(f) is proportional to

A(f). Making the substitutions

A(f) =\/S (£) H(f)
N
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(n:
B
B B(£) = S(f) expl2MEt ] / (2\/S (£))
[ - o N
{
e into equation II-66 the signal to noise ratio becomes
N
b
2
- s /N < ||ste)] /s (f)at (II-68)
.: (o] (o) N
- The maximum occurs when the equaltiy holds. The optimal
.
g transfer function, or matched filter, is therefore
’!
<.
G *
H (£) =k S (f) exp[-27ft ]
o opt o (1I-69)
“ S (f)
N
e N
e
.Y
:i The key feature of equation II-69 is that the optimal filter
:& is proportional to the ratio of the complex conjugate of the
o
signal spectrum to the noise power spectrum.

~ﬁ' If the noise is white, the matched filter becomes
:'
N *

H (f£) =k S (f) exp[2TEt ) (II-70)
- opt o
;5 Taking the inverse Fourier transform, the impulse response is
v,
.J *
e, h (t) =k s (t - t) (II-71)
ol opt o
o
“
] o If the noise spectrum is composed of white and colored noise
IS
o then
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2=

S (£) N /2 + L? (X1X-72)
N o 2 2

® 4 (27E)

where = and l? are the coeficients of the colored noise

autocorrelation function R (T) = otexp[-lngh. The matched
N

filter is thus

2 2 ¢
2k [(2ME) +[3]1 S (f) exp[-j2MEt ]
H (f) = o (II-73)
opt 2 2
N [(2TE) + u ]
o

2
where u =‘3 + 4°(B/N (Ref 22:194).
[o]

If the causality delay, t , 1is set to =zero, the
o
convolution between s(t) and its matched filter is simply the

s(t) autocorrelation function

*
s(t)*h(t) =k J s(T) s (T-t) 4T = R (-7T) (II-74)
s
and the crosscorrelation between s(t) and its matched filter

is simply s(t) convolved with itself

*

R(T) = s(t)*h (-t) =k J s(T) s(t-T) aT (II-75)

We thus see that the matched filter response provides the
correlation measure necessary to obtain an indication of the

desired target information.

The majority of the filters in the radar receiver/signal
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processor are essentially matched filters of one form or
another. The matched filter is used so frequency that the
processor is often labeled a matched filter receiver. The
matched filter is principally used in the pulse compression
filter, the bank of doppler filters and the target detection
and estimation circuits. From equation II-69 we see that the
optimal filter can be designed so as to maximize the signal to
noise ratio given a specfic PSD for the interference, 1i.e.
clutter or noise,. This shows the importance of knowing the
clutter statistics. Often the clutter spectrum is difficult

to obtain. A reasonable approximation to the clutter PSD is

2
5 (f) - p|sif)] (1I-76)

where S(f) is the Fourier transform of the signal ard p is a
proportionality factor that relates the number of overlapping
echoes ({Ref 22:171). Thus a matched filter wusing the

approximation is

H = (k / S(f)) exp[-j2THt ] (I1-77)
opt o

If the noise spectrum is composed of both noise and clutter,

2
S (£) = N /2 + p|s(£)] (II-78)
N o

then the matched filter approximation becomes

‘.~- Yy ew, w B . - . . - . - . R - -
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*

k S (f) expl-j2TTEt ]
H (£f) = (o] (II-79)

opt 2
N /2 + p|s(f)
(o]

By applying the shifting theorem, equation II-16, to any
of the matched filter transfer functions we can see how the
matched filter can be used to constuct the filter banks that
maximize S/I ratio and allow for doppler detection. The
matched filter usage in the detection concepts will be shown

in the next section.

Detection Processor Development

In the previous section the idea of inverse probability
was utilized in looking at the radar signal processor's func-
tion. The role of the processor is essentially reduced to
computing the "a posteriori probabilities"™ via a matched fil-
ter. It was then shown that this filter maximized the signal
to interference ratio. Since radar performance meaéures are
directly proportional to the signal-to-interference ratio,
maximization of this ratio is beneficial. The ability of a
radar to detect and estimate target parameters is a widely
used pertformance measure. Before proceeding with the detec-
tion processor development, the interrelationship between
signal vanalysis and the use of matched filters to maximize

signal to interference ratio needs to be clarified.

The term receiver/processor is used to indicate mathema-
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tical operation(s) performed on a signal corrupted by

interference to obtain, or format to obtain, specific informa-
tion (Ref 66:155). The "processor" referred to in the last
section, dealt with the mathematical operations that are used
to cancel clutter from the echo waveform and then prepare the
echo, still corrupted by noise, to be analyzed in either the
time or frequency domain. It will be seen in the next chapter
that this type of processing merely segments the reflected
radar signal into range and doppler bins, discards those bins
that contain clutter and then passes the signal to be
processed so as to extract target information. Extraction of
target information can be divided into detection and esti-
mation. Detection is the determination of a target's
presence, while estimation is the process of obtaining target
range and velocity. Once a target is detected, the echo
signal can then be processed more efficiently to estimate
range and velocity. Since this study is limited to only dop-
pler cancellation techniques, it will be assumed that range
and velocity estimation is obtained as a result of target
declaration in a specific doppler-range bin. For this reason
target estimation techniques will not be discussed and the
reader is referred to Ref 66: Chapter 10 for more infomation
on estimation theory. The remainder of this section will deal
with the detection process.

Since it is assumed that detection processing occurs
after clutter has been cancelled, only the detection processor

in the precence of white noise need be discussed. The optimal

42




detection processor is that processor that best satifies given

probability of detection and probability of false alarm cri-
teria under a given set of detection assumptions (Ref 66:155).
For the radar detection problem, the detector,utilizing the
concept of inverse probability previously developed, computes

the likelihood ratio for the observed voltage

p(v/H )

1(v) = 1 (II-80)
p(v/H )
[9]

where p(v/H ) is the "a posteriori probability" that the
voltage outplt from the previous processing was caused by the
reflection from a target and p(v/H ) is the "a posteriori
probability" that the output volta;e was caused by noise

alone. The likelihood ratio is then compared with a given

threshold, K,

H
p(v/H ) 1 .
1(v) = 1 > K (I1-81)
<
p(v/H) H
(o) (o)

to determine if a target is present. The threshold value for

the radar problem is determined by applying the Neyman Pearson
criteria. This criteria maximizes the probability of detec-
tion for a given false alarm probability. From equation II-81
we see that if the likelihood ratio exceeds the threshold

value K then hypothesis H is assumed true and a target's




----------------------------

presence is declared, likewise if the ratio value is less than
the threshold then hypothesis H is assumed true implying that
the voltage was the result of ngise. Knowledge of the likeli-
hood ratio thus permits specification of the test statistic
which describes the structure of the optimal detection
processor. The performance of the processor can also be
evaluated by analyzing the statistical properties of the test
statistic (Ref 22:291).

The likelihood expression for a single pulse, with known
signal amplitude and phase, in the presence of white Gaussian
noise will be derived. The likelihood expressions for the
cases where the phase and amplitude are unknown and also the
pulse train cases easily follow from the simple case that will
be presented. These various signal cases are extensively
covered in Ref 22:Chapters 9,10, and 11.

To derive the 1likelihood ratio it is convenient to
employ the sampling theorem waveform representation instead of
the more general Karhunen-Loeve expansion (Ref 22:291). Given
a low pass bandlimited (-f ,f ) signal, v(t), through applica-
tion of the sampling theogem? sampling every 1/2f seconds,

c

v(t) can be completely specified by the samples using the

expression

vit) = 3 v(k/2f ) sinc[2TE (t - k/2f )] (II-82)
k=-w o] c c

(Ref 22:53). From the sampling theorem it can be shown that
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T 2 c 2

§ [v(t)] dt = 1/2f 2. [v(k/2f )] (II-83)
0 - c k=1 c

where T is the signal duration (Ref 22:56).

Assuming the signal is known and bandlimited, (-f ,f ),
c c
with bandlimited noise, the detector processor input waveform,

v(t), is written in vector form as

v=s+n (II-84)

where v = v(k/2f ), s = s(k/2f ), and n = (k/2f ) for
k c k c k c

k=1,2,...,2f T. The conditional joint density function that
c

describes the hypothesis H (signal plus noise) is represented

1
by

1 N 2
p(v/H ) = exp[-1/f N X (v -s ) ] (II-85)
1 N/2 N c o k=1 k k
(2 (N £ )

o C

where N=2f T and the white noise PSD is N /2. Similarly the

c o
conditional joint density that describes the hypothesis H
o
(noise alone) is represented by
1 N 2
p(v/H ) = exp[-1/2£ N 2 (v ) ] (II-86)
o N/2 N c o k=1 k
(21 (N £ )
oc
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From equation 1II-81 we see that the likelihood-ratio

expression is

N 2
p(v/H) expl-1/2f N I (v -s ) ]
1 c o k=1 k k
Alv) = =
N 2
p(v/H ) exp[-1/2f N T (v)]
(o} c o k=1 k
N 2
= exp[-1/2fE N (3 (s ) - 2 z vs )] (I1-87)
co k=1 k k=1 k k

Using equation II-83, equation II-87 may be rewritten as

T 2 T
AY) = exp[-1/N 3§ s (t)dt + 2/N § v(t)s(t)dt > K (II-88)
o0 o0

Taking the natural logarithm of equation I1I-88 will not alter
the inequality of equation because the function ln x is a

monotonically increasing function of x, thus equation II-88 is

H
T 1
2/N § v(t)s(t) dt » K + E/N (I1-89)
o0 < o
H
[0}

The test statistic, the cross correlation between v(t) and
s(t), 1is realized via a matched filter as suggested in the
last section. If the output of the matched filter exceeds the

threshold K + E/N then a target is detected and tagged for
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g E further processing.
i The detection process just developed was for the case of
;E white Gaussian noise. If the noise is assumed to be nonwhite,
§ e.g. clutter, the inverse probability concept can again be
Al applied to form the structure of the optimal detection
a processor. The processor based upon the likelihood-ratio to
,& effectively cancel clutter, is an example of nondoppler
processing. In an attempt to limit the size of the study,
nondoppler processing will not be examined, however a deployed
system must wuse a combination of nondoppler and doppler
;. processing to cancel clutter.
-3 It must be remembered that the detection processor
:f ] developed is applied to each range-doppler bin to determine a
2; “l target's presence. As mentioned before the filters to perform
ﬁ all the processing are generally matched filters, matched to
:; each test cell. Because of the large number of bins a
.: convenient way of implementing the filters other than with
é: lumped constants must be obtained. With the advance of
1: microelectronics, special purpose digital computers are used
< to implement the filters to perform the time and/or frequency
'% domain analysis. The next section examines digital domain
,; signal representation and analysis.
-
ii Digital Signal Processing
2 —~ Following the pattern previously established when
Qg Al describing continuous signals and systems, this section first
%
T 47
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covers the representation of digital signals and then

if. describes digital signal analysis techniques. Because we are
ﬁi dealing with the radar problem, we assume that the digital
.
.Rj signals and filters described, represent sampled versions of
oy

continuous analog signals and systems.

%: In the strict sense, a digital signal is a signal which
3 . , . . .
& has discrete values in time and in amplitude. However, in the

ensuing discussion, digital signals will denote dicrete time

;f values of a continuous amplitude valued signal. Since
S;l amplitude quantinization 1levels are the result of system
?; choices, this 1limitation will not restrict the digital
E; processing dicussions. This limitation also eliminates the
:é need for discussion of quantinization noise, which can be
(% 't; found in Ref 29:Chapter 4 and Ref 43:Chapter 9.

A continuous analog signal is described digitally by
applying the baseband sampling theorem. This theorem states
\ that given a lowpass, bandlimited (-f ,f ) signal v(t), the
o signal can be uniquely characterized gveg all time by the
samples of v(t), if the samples are taken at intervals of
1/2f (Ref 22:53). The frequency 2f , is the Nyquist frequen-
cy gnd sampling at less than the quuist rate results in

aliasing. The sampling can be accomplished by 1) natural

oo v e

¢y sampling : v{(nT) = v (t)*sinc[27TK t], 2) flat top sampling :
: v(nT) = v (t)*rect[:/T], or 3) impluse sampling : v(nT) =
e v (t)* (t);a where v(nT) is the sampled version of the analog
.: P s?gnal v (t). There are N samples taken every T seconds.
SORRANG a

< While the digital processing discussions will assume the
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e

impulse sampling method, in practical situations natural or
flat top sampling would be used. (Note: In the limit as T -» 0
both flat top and natural sampling reduce to impulse sam-
pling.) Figure II-3 illustrates the impulse sampling of a
periodic continuous signal and the corresponding frequency

domain representation.
2T

Al

-

-1

pE
T T :

— |

X (mF)| .

(Ref 59:243)

Fig. II-3 Impulse Sampling and its Fourier Transform

The relationship between the sampling period, T, and the

sampling frequency, f ,
s

T =1/f (II-90)
S

and the relationship between the observation time, t,

P
(generally t corresponds to the signal period for a periodic

P
signal) and the frequency domain frequency interval, F,




i t = 1/F (I1-91)
{ P

f[ both illustrated in Figure II-3, will be used when describing
A

- the discrete Fourier transform (DFT).

- From Figure II-3 it is also seen that the sampled signal
.',\‘.

'ﬁ; can be represented by

L]

. v(nT) = 3 v(nT) S(t - nT) (1I-92)
:-. n=-o

g

X

~ The Fourier transform of equation II-92 is

:{: ] -j2MEt

o v(nT) = 2 v(nT) S(t-nT) e dt

-'_;_. =W

A

A ‘j’ o -j2TENnT

= 3> v(nT) e (II-93)
::.-' =-w

-5 JZAET

- Defining the complex variable z = e , the z-transform of
_4; the function v(t) is defined as

%

e, o -n

e V(zZ) = X v(nT) z (II-94)

=-0

.

{i? The =z-transform is the frequency domain representation for
oo

&Y
oA discrete-time domain signals and systems, analogous to the
{}, Fourier transform for continuous time domain signals and
i{ systems. Difference equations, such as equation II-92, are
"

¥}; changed into algebraic equations in the complex 2z domain
. o

BRI through the use of the z-transform (Ref 28:511). The 2-
'E; transform is defined for all real and complex functions for
e

‘. 50
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which the series defined by equation II-94 converges, there-
fore the unique z-transform of a signal function, is obtained
by applying equation II-94 and specifying the region of
convergence. As with the Fourier transform, the z-transform
has many useful properties that aid in analysis and design.
(See Appendix C page C-7 for a list or Ref 29:Chapter 2 or Ref
43:Chapter 2.) Although the discussion thus far has dealt
with digital representation of signals, the development also
applies to systems.

The signals discussed in this section were assumed to be
deterministic, however the theory also applies to random sig-
nals. As mentioned previously the statistical properties
developed earlier for continuous signals applies equally well
to discrete time signals by changing the integrals to summa-
tions. Although the probability theory for discrete time
signals does not need to be redeveloped, the effect of sam-
pling a stochastic signal must be examined.

Given a WSS random signal, n(t), with zero mean and

autocorrelation R (T), the statistics of the sampled version,
n{mT), need to nbe determined. Assuming independence from
sample time interval to sampling interval, E[n(mT)]=0. To
compute the autocorrelation of the sampled process, we assume

flat top sampling. The autocorrelation of the sampled n(t) is

(i+1)T (i+1)T
R (T) = E[(1/T § n(t)dt 101/T § n(t)at )]
n(mT) iT 101 iT 2 2
51
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2 (i+1)T 1
= 1/T ¢¢ R (t,t)at at (II-95) |
iT n 1 2 12 j

For the WSS process, equation II-95 can be converted from a
double integral to a single integral, thus
n 2 (i+1)T
R () = 1/T § R (T) aT
n(mT) iT n

o =R(T)/ T (II-96)
N n
;E In the limit, as T -» 0, we have impulse sampling and thus

<-
3
L:,,:
¢ R (T) = R (T) (11-97)
5K n({mT) n
4
e For impulse sampling, the statistics of the sampled signal are
o the same as the continuous signal.

i
. The z-transform just developed was for infinite length
C} sequences. For the case in which the sequence to be
- represented 1is of finite duration, the discrete Fourier
-,
ﬁﬁ transform (DFT) is used. The DFT is a sequence rather than a
% continuous function, and corresponds to samples, equally
?. spaced in frequency, of the Fourier transform, The
;j development and interpretation of the DFT representation of a

: finite duration sequence 1is based upon the relationship

@

TN between the finite-length and periodic sequences (Ref 43:87).
'-h

. The complex Fourier series representation of periodic
! 52
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signal x(t), is

< x(t) =1/t 2 X(k) e (I1-98)
Q': P n=-w
- where
~
f.
o t /2
‘q ps —')kmt
X(k) = x(t) e dt (I1I-99)
-t /2

- p
>
a
- and t is the observation period as defined in Figure II-3.
2 p
- If x(t) is sampled every T seconds, such that the Nyquist
..\
i criterion is satisfied, equation II-99 becomes
AR
K
- N/2
. X(k) = 2 x(nT) expl[-j2MknT/t 1 (II-100)
3 -N/2 P
; where N is the total number of points in the sequence
5 N .
R equalling t /T. Substituting 1/N=T/t into equation 1II-99,
’ P p

and also noting that X(k) and x(n) are symmetric for positive
fﬁ and negative values of N, the DFT of x(nT) is defined
-:_‘
X N-1 ~j2Mkn/N
- X(k) = ¥ x(nT) e
i n=0
a2 N-1 kn
s = > x(nT) W (II-101)
T Voo Y =0
B e
‘.!
\l
8N
N
s
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o

N

SN -3 2T/N

N where W = e . The inverse DFT is thus

{

- N-1 -kn

DR x(nT) = 1/N 3 X(k) W (II-102)

o k=0

\:.\

)

k@g The variable k in equations II-101 and II-102 represents

..\:,‘:

‘f}; the digital frequency index. It is related to the analog

= frequency variable £, by

R f =k / NT (1I-103)
The periodic sequence X(k) can be interpreted as samples,
equally spaced in angle, on the unit circle of the z-

‘- (i? transform, for one period of the periodic sequence x(nj. Thus

RS

‘fgf the relationship between the z-transform and the DFT is

B

. X(k) = X(2) | - -k (II-104)

A z= exp[j2MTk/N] = W

Ko

fﬁi (Ref 43:89-90). Because the DFT is a modified z-transform,

éi; the DFT properties are essentially the same as those for the

-':\'f

R z-transform,

o

bes Because the radar signals and systems can be represented
by finite sequences, the DFT finds extensive usage for radar

signal design and analysis. Although these radar sequences
are generally aperiodic, by zero padding the sequences can be
made to appear (for computational purposes) periodic with very

long periods.
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= - Since the digital signals described represent continuous
(3‘ analog signals, it is quite natural that the digital analysis
:%3 of these signals be based upon the correlation principles
‘%§ previously established for analog signals. The correlation
,;; principle is implemented by a digital filter. The digital
;? filter, assumed to be linear, causal, and time invarient, is
E: usually an approximation of a desired analog filter.
g Digital filtering, like analog filtering, can be
%ﬁ developed in either the time domain or frequency domain. In
€§ the discrete time domain, digital filtering is accomplished by
{2 direct convolution
ﬁf . y(nT) = x(nT) * h(nT)
i G
NG b
‘,-‘ = ,E_.,. x(kT) h(nT - kT) (1I-105)
o
o = 2  x(nT - kT) h(nT)
o k=-w
In the frequency domain, filtering is accomplished either by
linear recursive or nonrecursive equations or by FFT (fast
‘f: Fourier transform) operations. Because recursive equations
ii cannot be implemented via FFT operations and also due to the
é; transient period needed for the recursive filter to stabilize,
:f this class of filters will not be discussed for use in clutter
ég f?? cancellation schemes. This is not to say that recursive
ik filters do not find use in radar processing, for recursive
>
e
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filters digitally implement the common Butterworth, Chebyshev

and elliptical analog filters, however they will not be used
in this study.

Nonrecursive, or finite impulse response (FIR), filters

are of the form

N-1 -n
H(Z) = >  h(nT) z (II-106)
=0

indicating that nonrecursive filters are formed using input
sequence values. The convolution of a signal x(t) and filter
response h(t) can be accomplished in the frequency domain by
multiplication of the z-transform of the FIR filter described

in equaton II-106 with the signal z-transform. Thus

Y(z) = X(2) H(2) (II-107)

If the signal and filter sequences are represented by DFT's,
the convolution is also accomplished by multiplication of the
two DFT's. Due to the periodic nature of the DFT calculation,
if the sequences are aperiodic, the two sequences need to be
zero padded so as to appear periodic as described before.
Both sequences should be of period L, where L is the smallest
power of two greater than M + N, with M and N being the number
of discrete points of the two sequences (Ref 61:379).

The most straightforward approach to obtain a

nonrecursive filter is to truncate an infinite duration




impulse response sequence. Given the desired filter response

H(jw) then
~jwnT
H(jw) = 2 h(nT) e (II-108)
n=-
where
m/t
p jwnT
h(nT) = t /2T H(jw) e dw (II-109)
P
T/t
P

Using the inverse DFT, equation 1II-102, a zero-order

approximation to h(nT) is obtained

M JTkn/M
h(nT) = 1/2k 3 H(k) e -N <n <N (II-110)
k=-M

where M is generally larger than N.

Truncation of the ideal impulse response causes the FIR
filter to experience sidelobes. These filter sidelobes appear
to a digital clutter canceler system as clutter, thus
degrading performance. By tapering the truncation window, the
filter sidelobes can be reduced from -21 db to -74 db
depending on the tapering scheme (Ref 43:250). Table II-1
illusirates various common tapering methods and their asso-

ciated characteristics.
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'- Table II-1

Tapering Methods

N Type Lag window (W(r)) Spectral window (W) Equivalent bandwidih (8,)
v
-:\o in2
“lforlrI<T. - 27,_[&':_;/225] “w, 05
° Rectangular 20T
=0for|r|>Tn
a2 ner ., [9%]’ 1-s
Burtlett T . - . L oTa
o =0 [{ l r|>T,
("'.) of "
)
-]_6(1_' +6 T, fotlfl(z ' .
[r I)’ T, sin -r&r.,]‘
=2{1-— 2 =0 =lim 19
Parzen 2 (l T. for 3 <lri< 7T, 0757, AT, .
S =0 for 171> Ty
. 114
Hanning =05+ 05 cos (;_—) for |7 1< T, =0-SWo(f) 3
.::__ =0 for{r [>T, +ozsu.,[l¢ 2T~] oozsw.,[f 2T..] . 13
e
. =054 + 0-46 cos (1)ro. Irl< T, = 0-54 Wo(N .
. Hammin, T 3
¢ 1 1
LY, - for I71> 7., voaweffe -] sommr- o]
- =042+ 0-5 cos ('—'—) = 0-42Wo(f) + 025K £+ —I—]
- \Ta ° U,
~L 281 ! ]
L Blackman + 0-08 cos (— forlr 1< Ty +0-25 Wo[/——] +0-04Wo St — 1
- Tm T Tm
=0 for 71> Ty, 90~04w°[f-}l]
:.':: where: T = b, = total time lag for window, h = sampling intérval, and m = number of samples in lag window,
\'.-
A
The modified filter thus becomes
o h (nT) = h(nT) w(nT) 0 < n < N-1 (II-111)
m
k3
*y e
N At the beginning of the digital filtering section it was
t::.'f stated that nonrecursive filters can be implemented via a FFT
A -~ operation. The fast Fourier transform is simply a method, or
o algorithm, used to efficiently compute the discrete Fourier
v
“~
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transform (DFT) of a discrete time series of data samples (Ref
17:313). Equation II-110 illustrates the fact that nonrecur-
sive filters can be implemented using the DFT of the desired
frequency response, thus the nonrecursive filter can indeed be
implemented via a FFT.

The unique feature of FFT algorithms is that they elimi-
nate the redundancy in DFT calculations by reducing the DFT to
shorter and smaller DFT sequences. Because of the binary
operations of computers, FFT algorithms are most efficient if
N is a power of two. Reduction in calculations are achieved
by decimating the DFT in either time or frequency. The
elegance of the DFT reduction techniques and the variety of
methods available to accomplish the FFT calculations can be

ll’ found in Ref 15, Ref 29 Chapter 6 and Ref 43 Chapter 6.
Equations II-112 and II-113 summarize the FFT calculations
after the DFT has been time and frequency decimated. Given

the sequence f(nT), the time decimation FFT is

N-1 2 nk k N-1 2 nk
N F(k) = 3 g(nT)(W ) + W h(nT) (W ) (IX1-112)
> n=0 n=0

Ff where g(nT) = £(2nT) and h(nT) = £((2n+1)T). The frequency
ﬁf decimation FFT of sequence f(nT) is
E N/2-1 2 nk
< F(2k) = 2 [g(nT) + h(nT)](W )
o n=0
f (II-113)
L F(2k+1) = ¥ [[{g(nT) - h(nT)]W ](W )
7 n=0
b"
<
0
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By repeated application of the FFT algorithms described by
equations II-112 and 1II-113, the filtering operations
discussed for continuous signals can be accomplished. The
convolution between a signal and a filter can be performed by
fast Fourier transforming both the signal and filter,
multiplying the two FFT's and then inverse Fourier
transforming the result. The inverse FFT is accomplished by
appropriate modification of the arguments of either II-112 or
II-113. The FFT operation thus provides a means of
accomplishing the signal analysis techniques described for

continuous radar signals.

Ambiguity Function Development

Although the detectability of a target in the presence
of interference, whether noise or clutter, is dependent on the
signal strength, the ambiguity removal and resolution
accuracy between multiple targets is a function of signal
parameters, most notably thé waveform duration and bandwidth.
A high clutter environment, such as the one present in the
spaceborne problem, can be thought of as a collection of
multiple point scatterers. The detection of a target in the
presence of clutter is thus heavily influenced by waveform
selection. Because the reflections of point targets vary in
range and doppler from the target, a response is induced in

the matched filter radar receiver, matched to a specific delay

and doppler, that is no longer the autocorrelation function of




the transmitted signal. The response of secondary targets,
clutter, at a slightly different range and velocity may appear
at the matched filter output when the desired target response
is at its peak. As a result of signal overlap, due to
multiple targets, a special set of mathematical functions
called time-frequency autocorrelation functions, or ambiguity
functions evolved (Ref 41:283). The ambiguity function
describes the matched filter response to a complex signal
envelope as a function of radar target radial velocity and
range. This function is determined solely on the transmitted
waveform and receiver filter characterisitcs (Ref 57:3-10).
It provides an indication of the ability of a waveform-filter
combination to resolve multiple radar reflectors at
arbitrarily different range and velocities. The name
"ambiguity function" is somewhat misleading in that the
function describes more than just waveform ambiguities.
Woodward used the word to show that the total volume under
this function is a constant, equal to (2E)2, independent of
the shape of the waveform (Ref 56:42).

To obtain the time-frequency autocorrelation function,
first the range ambiguity function and delay resolution
constant will be determined, then the doppler ambiguity
function and velocity resolution constant will be determined,
and finally the combined range and velocity ambiguity function

will be developed.

Using the complex signal notation developed earlier, the

time domain transmitted function is




s(t) = Re [u(t) expl[3J27E t]] = Re [s (t)] (II-114)
o a

Given two stationary point targets which differ only in range,

the received signal from target one is s (t-t ) and from

target two s (t-t -T) where t is the roung trig delay time

from target gne agd is the gifference in time delay from

target one and two. To resolve the range difference, or T, we

integrate the square of the difference between the two signals

over all time

2 2
e = ||s(t) -s (-1 at (II-115)
a a

Since we are only interested in the time difference we set t

o
= 0 with no loss in generality. Expanding e we obtain
2 2 2
e = |[|s(t)] at+ |[|s (e-m]| at
a a
(II-116)
* *
- s (t)s (t-T) dt - | s (t)s (t-T) dt
a a a a

Because of the periodicity of s (t) we observe that
a

2 . 2
J‘s (t)] at = Jls (t-1| at = Jlu(t)lzdt (II-117)
a a -

* *

Multiplying s (t)s (t-T) and s (t)s (t-T) out and summing the
a a a a
products we obtain
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* *
s (t)s (t-T) + s (t)s (t-T) =
a a a a
*

2 Re [s (t)s (t-T)] (II-118)
a a

Combining equation II-117 and II-118 into equation II-116 we

get
2 2
e =2||lut)| at -
*
2 Relexp[-j2TTE t] J u (t)u(t-T) dt] (II-119)
o

2

The measure e shows the separation between s (t) and s (t-T)

2 a a
therefore if T# 0, e should be made as large as possible.

The first term in equation II-119 is constant and equals 4E .

s

The second term flucuates because exp[-j2TE t], which implies
o 2

a high degree of range ambiguity. To maximize e the magni-

tude of the second term needs to be minimized. The magnitude
of the second term is defined as the range ambiguity function

%*
o] = uw () uie-m at (II-120)

'We see that |c(71| is the envelope of the output of a filter

matched to the signal s(t). The matched filter output forms
the crosscorrelation between the received signal corrupted by
interference and a replica of the transmitted signal. The

replica of the transmitted signal is built into the filter
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through the frequency response of the filter (equation II-71).
If the input signal is the same as that for which the filter
was designed (the filters can be designed for specific time
delays and doppler) the output is the autocorrelation function
(Ref 47:XVII-5).
A delay constant,2 T , 1is defined as the total area
r

under the curve |c(T)| normalized to one at T =0. The

constant is

=}
]

2 2
J|cm\ d /c (0)

J|U(f)]4 df

[ 1oco? ae

(II-121)

where U(f) is the Fourier transform of u(t). The inverse of

the delay constant is defined as the effective bandwidth.

2 2
B = |IIU(£)| ag| .
e . (II-122)
4
lutey|  ag
A range resolution constant is also defined as
AR = c¢cT / 2 (I1-123)

r

Thus to improve range resolution (i.e. reduce AR) the

effective bandwidth must be increased.
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Similar to the development of the range ambiguity
function, the mean square difference is used to measure the
velocity difference between two targets. Working in the

frequency domain

2 2 *
e =2 |l|s (£)] - s (f)s (£-£ )] af (11-124)
£ a a a f
2
Again to minimize e the second term in equation II-124 must
£

be minimized. The doppler ambiguity function is thus defined

2
k(f ) = J[u(t)] exp[j2TE t] dt (II-125)
d d

with £ =0. The doppler resolution constant is thus

d
2 2
F = |k(f )| df / k (0)
r d d
Jlu(t)l dt :
= 4L (II-126)
| facen” ae)
with the effective time duration defined as T = 1/F . Thus
e r

two targets at the same range can be resolved in velocity if

- 2AVv/ <F (II-127)
N r r

1l

.

i?ﬁ To obtain the combined range and velocity resolution
R

-
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- function the same transmitted waveform as in the two previous

{ cases is used. We assume the form
s (t) = u(t) expl[ij2TE t] (II-128)

<
o a (o]

) The time delayed and doppler shifted signal is

s (t-7) = u(t-7) expl[i2M£f -£f )(t-T)] (II-129)
a o d

Using the mean square difference as before

P

2. 2 2
< e = ||s (t) -s (t-1n| at (II-130)
:: a a
A
{ ‘ Expansion of the integrand yields
- 2 2
- e =2 ||u(t)] dat - 2 Relexp[j2M£ -£ )T]
5 o .d
* .
= ‘Iu(t)u (t-T) explj2TIE t] 4t (II-131)
o d
:
X
. The combined range and velocity ambiguity function is then
> *
- IX(T}f )I = u(t)u (t~7T) exp(j2TE t] dt (I1-132)
- d d
{
Ef Thus we see that the ambiguity function describes the complex
'i signal envelope at the matched filter receiver output as a
"
g LSICh function of target range and radial velocity.
2 A combined resolution constant can be obtained as in the
Cal
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Eﬁ : doppler and range developments

{

- 2

- K = H]xmf )| aTat

N d d (II-133)
% 2

|x(o,0)|

¥ 2

.ﬁj Assuming lx(0,0)l is normalized to one, the delay and doppler
- resolution constants can be written respectively as

o~

-

ol 2

3 T =1/B = ||x(T,0)] afr (II-134)
- r e

4 2

0 F =1/T = ||x(0,£)] atf (1I-135)
(1 r e d d

o .

0 The plot of the square magnitude of the ambiguity
o

;; function is called the ambiguity diagram. This ambiguity
cal

>

vy surface, in the T and £ plane, is used as a design tool to
s indicate the resolution and ambiguity of a waveform-filter
Sﬂ combination. Ideally the ambiguity diagram should consist of
g ‘

o a single spike of infinitesimal thichness at the origin and
< zero everywhere else. The single peak eliminates ambiguities,
:ﬁl and its infinitesimal thichness at the origin permits
AN

:f simultaneous determination of frequency and echo time delay
5, with a high degree of accuracy. The narrow spike permits the
oW
br. resolution of any two targets no matter how close they are
En?

~ together. In reality the ideal ambiguity diagram does not

P o]

x 7?? exist and depending on the specific application a suboptimal
e

:S waveform can be chosen. The width of the ambiguity diagram
‘e
9
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- central peak indicates the resolution ability of multiple
i_ targets in delay and doppler. The sidelobes, or secondary
- peaks provide an indication of the amount of self-induced

clutter and thus the masking of targets by mutual interference

(Ref 49:25). For a given waveform-filter pair, the clutter

e
Y

power out of the filter, designed for a specific delay and

doppler, is

2
C = J‘J’p('f,f ) | X(TL £ ) dTdf (II-136)
d d

A
a's 4 a

d

where p(T,f ) is the distribution of clutter scattering points
2 in delay agd doppler. Equation II-136 illustrates the fact
- that the clutter distribution as well as the waveform
influences the amount of clutter power return. Waveforms hav-
\1 ing Ix(fzfd)|2—>0 in the T}fd region where clutter exists, can
; be designed to reduce the amount of induced clutter.
A Ambiguity functions used in various applicatiors are listed in
. Ref 57:3-15 - 3-30.
Having gained an understanding of how to represent and
3 analyze signals in both time and frequency domain, and also
i having gained insight into methods of implementing the signal

analysis techniques, clutter and clutter cancellation

techniques can now easily be developed and described.
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IITI Clutter Models and Cancellation Techniques

Introduction

The fundamental problem of radar design is the extrac-
tion of target range and velocity information from the return
radar signal that is corrupted by clutter and noise energy.
Target information is contained in the radar echo signal's
amplitude, frequency and phase. To extract the target infor-
mation buried in the echo signal the signal must be processed,
which is essentially accomplished via comparison techniques,
i.e. comparing the echo signal with the transmitted signal
and/or comparing the echo signals with other echo signals
which are varied in time or space. Depending on the type of
information desired (mere indication of a target's presence,
target range, relative elevation or azimuth angles, target
velocity or target's physical characteristics) the echo signal
is processed differently.

Effective extraction of range and velocity information
from the echo signal is accomplished by first cancelling

clutter. To effectively develop clutter cancellation tech-

N niques, it is necessary to first gain an understanding of the
. nature of clutter. Using the fundamentals that were esta-

blished in Chapter II we will in this chapter first describe
i; clutter, then briefly explain a typical MTI radar, and con-

clude with a description of various clutter cancellation tech-

L,

niques available to be employed on spaceborne radar systems.

9
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Elements of Clutter

Radar clutter is the unwanted return or group of returns

;1 of reflected radar energy which results from distibuted

;k scattering elements such as buildings, chaff, birds, insects,
precipitation, 1land and/or sea. The distributed scattering

centers produce individual re-radiated electrical fields which
are of vector-phasor nature having amplitude A_ and phase ¢..
The individual vectors (having both horizont;1 and verticil
polarization) of all the illuminated scatterers may be summed
to produce the unwanted electrical clutter field that is
received by the radar. There are several models which attempt
to explain the scattering of the transmitted electromagnetic
2 waves produced by non-uniform surfaces, (Refs 19, 33, 35-37,

‘ 40, 55, 68) however they are not sufficiently well developed

to be associated with every type of terrain of interest (Refs

PR
Pl

19:9,57:25-4). Attempts have also been made to characterize

.'_ ..

terrains probabalistically and then determine the return echo
4 field. These models have met with some success (Ref 36:124,
57:25-4), While the exact interaction of the electromagnetic
wave with various terrains is not known, experimental results
» show that ground, sea and weather clutter are dependent on: 1)
E radar parameters such as wavelength, power, polarization,

pulse width, antenna scan rate, frequency agility, and resolu-
N tion cell; 2) geometry parameters such as grazing angle,

| direction of illumination and range; 3) environmental condi-

(o

E the year and; 4) type of clutter, described by surface rough-

tions such as wind velocity, moisture content and season of




ness, number and orientation of scatterers in resolution cell,
roughness of surfice depth, surface conductivity and
permittivity (Refs 47:Xv-9, 55:63, 57:25-4). The fundamental
relationship between all of the above listed parameters and

the clutter returns are graphed in Skolnik's Radar Handbook

(Ref 56) and Long's book Radar Reflectivity of Land and Sea

(Ref 35). Since there are a large number of parameters which
affect clutter returns, and the interactive mechanisms between
the transmitted radar signal and the scatterers has not been
firmly established, some manageable way of describing clutter
must be obtained.

The clutter signal is of the form

N jé(t)
c(t) = F A(t) s(t-) e (ITI-1)
i

where A(t) is the amplitude, ¥ is the time delay, ¢(t) is the
phase and N is the number of scattering centers. While these
quantaties may at times be considered deterministic, they are
generally described as random variables. Clutter can
therefore, under some conditions, be thought of as quasirandom
noise. Experimental data, however, indicates that fluctua-
tions in clutter returns, due to environmental or geometrical
conditions, cause clutter to be more frequently considered as
a nonstationary process. Clutter returns exhibit time
dependence within resolution cells and spatial dependence from
resolution cell to resolution cell (Ref 47:XV-8). Thus clut-

ter can be described by not only average returns, but also by

A

.........
L Ehd




statistical descriptions of temporal and spatial variations.

For a given set of radar, geometry and environmental
conditions, clutter is usually described by any one or all
three of the following methods: 1) an average radar cross
section per unit area, 2) an amplitude probability
distribution and 3) a power spectral density.

Since clutter comes from extended areas containing many
scattering elements, clutter can be described statistically in
terms of the average radar backscatter cross section per unit
area, denoted d”', or clutter reflectivity factor. Clutter
reflectivity is a measure of the reflective ability of an area

of the earth. Theoretically, clutter reflectivity is given by

2 2
o’ = [1lim R ->) &R 1E /E | ] /A (III-2)
r i C

where E and E are the reflected and incident field strength
r i

respectively and A is the area illuminated by the radar beam.
(Appendix B deriv:s the area calculations.) Because of the
spactial and temporal variations of the reflecting earth, the
backscatter coeffcient is generally calculated experimentally
by applying the radar equation and solving for o*° given the
observed power returns. The clutter reflectivity is then
calculated by solving equation (III-3)

o =0 (a) (III-3)
C C

The clutter reflectivity factor is used in signal to clutter
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calculations similar to those done in noise calculations. The

signal to clutter ratio is

s/c = o [/ o A (I111-4)
t c

In many cases the clutter power is far greater than the signal
power (i.e. when average backscatter reflectivity is large or
the area of illumunation is large) thus masking the presence
of targets. Clutter cancellation techniques discussed later
will show how the target signal can be extracted from the
clutter when the S/C ratio is less than one.

Amplitude probability distributions are used to describe
clutter so as to be able to predict the false alarm
probabilities due to clutter (Ref 47:XV-11). Knowledge of the
amplitude statistics is important in designing constant false
alarm receivers, CFAR. Because the backscatter from clutter
shows both temporal and spatial variation, a time varying
probability distribution or random process is really needed to
describe the clutter return statistics. The probability
models which have found widest use in predicting clutter
fluctuation statistics assure stationarity and independence of
scatterers within a resolution cell (Ref 47:XV-11).

The simplest probability model is the Rayleigh or
Gaussian model, which assumes a uniform spatial distribution
of independent scatterers with equal amplitude and relatively
uniform phase distribution from 0-27f (Ref 47:XV-14). The

Gaussian envelope clutter model is used for land clutter with

. ’ﬁi




- vegetation that consists if non-dominant tree trunks or for
sea clutter when large individual waves are not numerous at
grazing angles greater than five degrees and pulse widths
greater than .5 microseconds (Ref 52:38). The predetection
clutter process in terms of its voltage envelope v(t) and
phase O(t) is

cG(t) = v(t) cos[w t - ©6(t)]. (III-S)
c

Expanding the cosine term, c¢(t) can be represented by its

quadrature components as

c (t) = x(t) cos[w t] - y(t) sin[w t] (III-6)
G c c

where x(t) and y(t) are zero mean, identical distibuted 1low
2

pass, independent normal processes with variance o' and w is
c
the carrier frequency. The voltage envelope of c(t) is

\Jf‘Z 2
vit) = x (t) + y (t) . (III-7)

and the phase of c(t) is

-1
O(t) = tan [y(t)/x(t)]. (II1-8)

The joint probability density funtion of x(t) and y(t) is

2 2
q(x,y) = a(x)qly) = (1/ZM") expl-(x +

2 2
y )/20’]. (I1I-9)
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To find the density in terms of v(t) and ©(t) we need to make
a coordinate transformation and express the joint probability
density function of x(t) and y(t) in the v, © coordinate
system. The joint density function, q(x,y) is thus

q(x,y)dxdy = q(v cosO, v sin@) vdvde (ITII-10)

since the element of the area dxdy in the x,y plane

corresponds to the element of area vdvde. We state that

q(x,y)dxdy = p(v,0)dvde (III-11)
and then see that
p(v,0)dvde = q(v cosO, v sin@)vdvde. (I1I-12)

Making the appropriate subsitutions into equation (III-8) we

obtain
2 2 2
p(v,0) = (v/2Mo') expl-(v cos © +
2 2 2
v sin 0)/20”']
(III-13)
2 2 2
p(v,0) = (v/2ATo') expl-v /20”1 v>0
= 0 v < 0.

Equation 1III-13 implies that © is uniformly distributed and
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S that the marginal density function of the phase is
S p(e) =1/ 2T 0 < 0> 2T (III-14)

The marginal density for the envelope, v(t), can thus be found

~

L by integrating over p(v,0) with respect to 0. Therefore we
In
N have
“\

o 2T 2 2

R p(v) = $ (v/2TR" ) expl-v /20"] do (III-15)
x
N 2 2 2
T p(v) = (v / &) expl-v /20°] v>0
~ (III-16)
- =0 v<O0
(<

-

‘ "‘ which is a Rayleigh probability density function that is
5 independent of time due to stationarity and is only a function
"\ 2
o

" of clutter power, P = 2c* (Ref 52:38). P 1is the mean
i (o] C

square value of the envelope.
:] The power spectral density for the Gaussian model is
.

_: thus
“~
- 2 2
= S (£) = (P /\/z'trc—') expl-£f /20”] (III-17)
. G c f f

'I.

;" where P 1is the clutter power. The term o' is the standard

c f

‘5 deviation of the spectrum and is related to the RMS velocity

- clutter spread o by o = 20/ \.
o \'4 4 v

A When the clutter process c(t) is sampled by a pulsed

ﬁ. radar, the probability density of the sample is given by the
<
( 76
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multidimensional Gaussian distribution

n —.5 T —1
p(x ... x ) = [(2 )iM)] exp[-.5x M x] (III-18)
1 n b4
where T 1is the transpose of the vector x and the covariance

matrix is

1 P P e o P
2 12 13 . 1n
M = o D . p (III-19)
x x 21 . 2n
p * * L ] 1
nl
2
and p = expl[-(i-j) 2T*T/2]. For analytical purposes the
ij f

clutter process is assumed to be a Gaussian Markov process.
The Rician model is similar to the Gaussian model except
that a predominant steady scatterer (S) is added to the

distributed clutter. The random clutter process is given by

C (t) = (S - x(t)) cos(w t) - y(t) sin(w t) (III-20)
R c c

with voltage amplitude probability density function

2 2 2 . 2
p(v) = (1 +m )/ P expl-m ] expl(-v /BP)(1 + m )]
2 2
I (2m\/(1 +m) v /P) (I11-21)

(o]




m

3 2 2

:; A where m 1is the ratio of the steady (S ) to distributed (P )
o “ 2 o
{ power and total power P =S + P (Ref 52:41). The power
. o

j spectral density is

N 2 2 2

‘ S (£) = m P S(f) + P expl(-£/20°)/~\/2M ] (I11-22)
P R o o b 4 f

i3

4 The log-normal model has been used to model clutter

obtained from high resolution (pulse width less than .5 micro-

; seconds) sea data, where the sea is observed at grazing angles
‘; less than five degrees. The log-normal model has also been
. fitted to ground clutter data observed at low grazing angles
f (Ref 52:42). The log-normal random clutter process is

w

"

1 ® c (t) = v(t) cos(w t + ©) (III-23)

LN c

o

X

g where v(t) is the voltage envelope as in equation III-6 and ©
o, is a uniformly distributed random phase variable. If the
% quadrature components are zero mean, uncorrelated .and have
x identically band limited spectral densities, then ¢ (t) is

LN

- wide sense stationary and the voltage amplitude probability

.. distribution is given by

2 2

- p(v) = 1/(K/2ﬂb‘v) expl(ln v/v ) [/ 20°] (III-24)
;~ v m v

5‘,

1. ot where v > 0, o' is the standard deviation of the normal
" e v

- distribution, and v is the median value of the distribution
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v? (Ref 52:45). The log-normal model characterizes well the

{ clutter from specular reflection associated with wave crests
E% and from large directive scatterers that, depending on viewing
QS aspect, produce bright ridges and shadowing (Ref 52:42). In
2 the presence of sea clutter, the Gaussian pfd tends to under-
ék estimate the range of voltage amplitudes of the real «clutter
s§ while the log-normal pdf tends to overestimate the range of
f}. values (Ref 56:479).
Sé The Weibull clutter model has properties that lie
SE between the Gaussian and log-normal clutter models. This
E. model has the potential to represent real clutter over a wide
"; range of conditions (Ref 52:48). It is used to model both
f; land, sea, and atmospheric clutter. The Weibull clutter model
L:- ‘[} : voltage amplitude out of a clutter envelope detector is
:ﬁ p(v) = ln 2 (v/v ) exp[-1n 2(v/v )] (II1-25)
b m m
ﬁi where ¢ is a parameter that relates to the skewness of the
;3 distribution and v is the median value of the distribution
:: (Ref 56:480). "
%; Several other distributions have been applied to
; empirical clutter data. These include the chi-square
‘T distribution, the K-distributions and the IIT model (complex
;E overland airborne radar derived model). These models have
j% not, however, had widespread use.
;: o The power spectral density which describes clutter
:?E h returns is probably the most useful for analyzing clutter
..
s

-
.
Ok
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:: S cancellation techniques. The most widely used discription of
f the clutter spectrum is that proposed by Barlow. Barlow,
_f analyzing experimental data made from ground targets, sea
,; echoes, and rain clouds, proposed a Gaussian model for the
frequency distribution of clutter (Ref 5:351). The power
'E spectrum from fixed targets is thus approximated by
N 2
W(f) = W expl-a(f/f ) 1 (ITII-26)
o t
“n
R
~ where W is the mean value of the power density, £ is the
[~ o t
‘ radar transmitting frequency and "a" depends on the nature of
; clutter and weather conditions. Values of "a" range from
N 19 15
" 3.9x10 for sparsely wooded hills on a calm day to 2.8x10
'Ib for rain clouds (Ref 47:XV-25). Figure III-1 show the
frequency spectra of various types of clutter.
" 1.
}: 05
- Curve Target a
- . 17
- 1 Heavily wooded hills, 2.3x10
02 20 mph wind blowing
19
- - 2 Sparsely wooded hills, 3.9x10
. z calm day
~ 16
Ly 3 Sea echo, windy day 1.41x10
; 15
. 4 Rain clouds 2.8x10
: 16
- 5 Window "jamming" 1.0x10
:. FREQUENCY IN CPS.
: % (Ref 5:351)
'; Fig. III-1 Frequency spectra of various types of fixed targets
M 80




LS

<. n_n‘,f

fras

(BT L 0 o
2

o s S R v T W T AT AT T R

Equation III-26 can be written into the more familiar Gaussian

form
2 2
W(f) = W expl-f /20")] (I11-27)
o c
2 2
where a = f /20" and o’ is the standard deviation of the
t Cc c

clutter spectrum.

While the frequency spectrum for clutter is modeled as
Gaussian, it is in actuality a filtered version of the trans-
mitted signal spectrum envelope. The return radar signal
resulting from clutter can be thought of as

2
C(f) = tH(f)1 S(F) (1III-28)

where C(f) is the clutter power spectrum, S(f) is the signal
power spectrum and H(f) is the transfer function that des-
cribes the clutter response. Due to the effects of antenna
tapering, smearing by the convolution of the IF spectrum with
itself (Ref 11:484), system instabilities, movement by the
radar and the random nature of the clutter, the fine grain
structure of the transmitted signal spectrum is generally lost
and the clutter power spectrum can be approximated by the
Gaussian function as proposed by Barlow.

The spectrum of the clutter return results from the
convolution of the¢ Gaussian spectrum with the transmitted
frequency and all harmonics. An example of a CW radar

spectrum 1is shown in Figure III-2a while the spectrum of a
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. pulse doppler radar is shown in Figure III-2b.
{
N un (o)l
0 r
B 1F7
l.
: d
> 1 Fal
Ry 0 (fo+fd)
‘9 a b
<
_-(
..
e Fig. III-2 Clutter Spectrum
v Figure 1III-2b illustrates why it is important for a doppler
‘j radar to use a high pulse repition frequency so as to prevent
’ ‘0 aliasing between the harmonics, thereby eliminating velocity
) ambiguities. '
3 The clutter spectrum shown in Figures III-2a,2b is
=

spread primarily due to four effects: 1) antenna scanning
f: modulation; 2) radar platform motion; 3) transmitter frequency
™ and 4) internal clutter motion.
Y A scanning antenna induces a modulation that is
n characterized by a 1long pulse. Given a Gaussian antenna
)
N pattern, the contribution to clutter spread due to antenna
‘
i scanning is
o o =/ (\J2TMo ) Hz (III-29)
y s B
J, 4;? where X is the scan rate, and © is the two way beamwidth
% B
- (Refs 11:479, 24:133).
)
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The platform motion has two effects on the clutter
spectrum. First there is a translation of center frequencies
due to the doppler shift induced by the platform. This

doppler shift is

£f =2 (v /N cosé cose (III-30)

d p
where 0 is the azimuth angle between the platform velocity and
the direction of the radar beam and ¢ is the depression angle
to clutter patch (Ref 53:210). Besides the shifting in the
center frequency of the clutter, the spectrum is widened due
to a relative rotation induced by the moving observer with
respect to a fixed point. The platform motion contribution to
clutter spread is

o’ =(.6/D) v cos ¢ sin © Hz (III-31)
P P

where v is the radar velocity, the angles are defined as

2

|4
above and D is the diameter of the antenna (Ref 53:212),

LN SRl

Dt Ot

ST 18

*y
%

[

The transmitter frequency instabilities cause a spread-
ing of the clutter spectrum because of the decorrelation from
pulse to pulse. The contribution to clutter spreading due to

transmitter frequency instability is

T
¥
1

2ol

N o' = (.42 / B) £'(t) Hz (III-32)
t;g f
N
Py where B is the transmitter pulse bandwidth and f'(t) is the
N
-{: transmitter drift rate (Ref 53:216).
t‘...x
R

e
e
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The scatterers
because of wind,
spectrum,

thus

often move relative

causing a spread

to one

in

The standard deviation of the internal motion is

the

another

clutter

o =2V /\Hz (III-33)
v RMS
Typical values of o' are shown in Table III-1.
v
TABLE III-1
Characteristics of Clutter Spectra
Source of Wind Ratio Barlow's o o’
clutter speed 2 a c v
(knots) m (cm/sec) (ft/sec)
Sparse woods calm 3.9x1019 3.5 0.057
Rocky terrain 10 30
Wooded hills 10 5.2 7.2x1018 8 0.13
" " 20 2.3x1017 45 0.78
" " 25 0.8 9x1017 23 0.38
" " 40 0 1.1x1017 65 1.06
Sea echo 2.4x1o16 140 2.3
" " 0 (1—2)x1016 165-205 2.5-3.3
" " 8-20 (0.6-2.6)x1016 100-220 1.5-3.5
" " (windy) 1.4x1016 183 3.0
Chaff 0-10 0 (1.4—8)x1016 75-180 1.2-3.0
" 25 0 7x1015 250 4.1
15
Rain clouds 0 (0.7-3)x10 370-800 6-13
" " 2.8x1015 410 6.7

(Ref 6:100)
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{ A The four standard deviations combine together to give an
overall clutter spread of ‘
'\"- |
A 2 2 2 2 2 |
i o =0 + 0 +0 +0 (III-34)
N c s p v £

g 2 2 2
5 o’ = (X/(+f2T6 )) + ((.6v /D) cosd sin@) +
0 c B P
3 2 2

: ((.42/B) £'(t)) + (2V /N) . (III-35)
g RMS
2
“_,_ For a spaceborne radar system the effects of the side-
= lobes must be added to the spreading of the clutter spectrum
::_l; since the sidelobes can illuminate a large clutter area. The
_::".j sidelobes in a spaceborne radar system will produce clutter
. "; returns which extend from 2v/)\on either side of the transmit-
\,:': ter frequency (f ) because the sidelobes extend in different
N o
N directions around the main beam. The clutter returns result-
=,
- ing from sidelobes that point directly below the spacecraft
}'_- will produce a strong return at £ because the radial velocity
= °
:?;;-_ at that point is zero. A typical clutter spectrum of a space-
' borne radar system is shown in Figure III-3.
o
.‘:;.’A Tronsmit*er 1c receiver lececge
::' Altituce return — - Wein-iobe clutter

= Side 1cbe _Terget ecrg (vezz-zn)
Ly clutter
e ﬂ ‘ Nz % . Peceier rase
e 1 t o fotle ) fotfe
. fo-2v/i lter/a
'_:.: Frequency
= o (Ref 56:146)
e,
“5_ Fig. III-3 Spaceborne Radar Clutter Spectrum




Two other spectral models have found use to describe
clutter returns in certain situations. These models are the
Markoffian model and the cubic model. The Markoffian model
describes the frequency spectrum of clutter that is

bandlimited white noise like. The model is

2 2 2
W(f) =w ([£f [/ (f + £ )] £f>0 (ITI-36)
o c c

where W is the mean value of the power density and £ is the
o c
half power frequency (Ref 47:XV-26). The cubic model has been

proposed by Fishbeir for clutter returns at X-band. The model

is

3
W(E) =1/ [1 +« (£/£ ) ] (III-37)
C

v -1
where £ =k g , with k = 1.334, B= .356 (knots) and v is
c

the windspeed (knots) (Ref 47:XV-27).

Typical Radar Receiver

The clutter cancellation techniques analyzed in the next
section assume a pulsed doppler radar system. Shown in Figure
I1I-4 1is a generalized block diagram of a coherent pulsed

amplifier.
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(Ref 56:105)

Fig. III-4 Block Diagram of a MTI Radar Receiver

% 3 I

Y

L3

Either a pulsed oscillator system or a pulse amplifier system

- can be used in a pulse doppler radar. Since the operation of

ALP

the pulsed amplifier is very similar to that of the pulsed

,.P
¥ b

oscillator and for a spacecraft application a pulsed amplifier

system would be used, only the pulsed amplifier operation will

LRICRST N

be described. An analysis of the pulsed oscillator operation

. Waa can be found in Ref 6:192-195.

e The system shown in Figure III-4 is one form of a co-




herent MTI radar, in which the phase reference is maintained

in the radar itself (Ref 6:192). Coherent reference is main-
tained by a stable oscillator called the COHO, or coherent
oscillator, operating at IF. Besides providing a reference
signal from pulse to pulse, the output of the COHO, £ , |is
mixed with the stable local oscillator, STALO, at freqﬁency,
£ . The function of the STALO is to provide the necessary
fiequency translation from the IF to transmitted RF frequency.
The transmitted signal is thus a combination of the COHO and
STALO frequencies.

The RF echo signal is heterodyned with the STALO signal
to produce the IF signal. The reference signal from the COHO
is then mixed and low pass filtered with the IF echo signal in
the phase detector. The phase detector output is proportional
to any phase difference between the COHO and IF echo signal
(Ref 56:105). The 2zero frequency output of the phase

detector, sometimes called the video, is then processed to

remove clutter.

Cancellation Techniques

Clutter masses can be considered as stationary targets,
thus, relative to the radar antenna, targets and clutter
masses exhibit different relative speeds. The differences of
target and clutter velocities, conveyed by doppler shifts in
the transmitted signal, are used to seperate moving targets
from undesired clutter. A radar that uses the doppler

frequency shifts as a way of distinguishing moving targets
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53‘ from clutter is called a MTI (moving target indication)

system (Ref 56:101). A MTI system essentially employs f£fil-

tering networks (or their equivalent) which null the returns

o from fixed targets, which have no doppler shift, while passing
a the frequency shifted echoes of moving targets. Clutter can-
;§ cellation by this means is limited by the extent that the
iﬁ energy spectrum from the clutter mass is distinguishable from

that of the target (Ref 24:82). As illustrated in the pre-
Y- vious section, the clutter power spectrum of a spaceborne
radar occupies a range of frequencies, which at times is in

the vicinity of components of the target radial velocity.

-ﬁ This makes it difficult to ditinguish between clutter and
;é‘ target energy. The ability of the MTI system to reject clut-
," ‘E} ter and detect low velocity targets is in part based upon the
é? clutter cancellation scheme employed.

;z A MTI radar system allows for operation in a high clutter
. environment with the minimum amount of dwell time for a given
.;2 probability of detection. This is a necessary feature for a
:; spaceborne surveillance and tracking system. A pulse doppler
& radar is a type of MTI system that uses a high pulse repeti-
EE tion frequency to allow unambiguous doppler measurements while
33 also making it possible to make range measurements. Figure
;} III-5 1Illustrates an example of a pulse doppler radar MTI
-i -;;i;--g;;m MTI can either connote any radar system which uses
'? velocity as a method of discriminating between targets and
:ﬁ clutter or can connote a clutter cancellation scheme which

™ uses delay line cancelers. While most clutter cancellation
o e techniques employ some form of a delay 1line canceler, a
- distiction in the type of cancellation arrangement will be
made and the first MTI definition will be used.

i

89

Y



SIHOIAM
dA11lavav

]
'

ANVE

Y3IT1d (oo

¥31ddod

_ _ _ _ _ lnawana
TVNO11d0
SALON3Q
]
7 ™
N
SIHO1AM
dA1LdVaV
1
1
W0SSA208d i
7 qvao NO11VN93LIR1 O+ 5
e
R
wiva

ANVE
¥al11d

¥a1adoa v

a/v

TINNVHD

a/nv

SIHOTI3M

AA1LIVAY|

- — - ¥3aATEOM [ O
AEVIIXOV
1
[}
!
TINNVHD
- — - ¥IAITON 114
|
'
a1vo \
FONVY ;l_ |
]
1
}
4 {
-»>
]
]
1
1
a1vo NOISSTUIROD
FONVY as1nd je—  JIATIOAY | 3
A
-~
a1vo
2ONVY 1 -

Fig. I11-5 Pulse Doppler MTl System

A AT
x....x?.. .4




system., This general pulse doppler MTI system will be used in
the description for this study. The MTI system basically
solves the binary decision problem of whether a target is
present or not. Given that a target is present, the system

then provides an estimate, or mark, of target velocity and

range. Depending on the task of the processor, cost and

:i complexity desired and method of processing, certain element
. blocks may be added, eliminated, or just rearranged.

The receiver block, discussed in the previous section,
; performs the front end processing on the signal by converting

the RF signal to either an IF or video signal. A possible

Ig modification to the receiver diagram shown in Figure III-4 is
-‘!.
“% to add an adaptive velocity compensation mechanism which
.

'E} compensates for the platform motion. The compensation is

accomplished by adjusting the frequency of the COHO as a
function of the platform doppler frequency and sighting vec-
tor.

¥ If a modulated waveform is transmitted, a pulse compres-
“; sion filter, in the form of a filter matched to the
transmifz;d signal, 1is used to compress the receiver output
signal. In delay line canceler systems, pulse compression is
usually done after clutter processing. Following pulse com-
pression, the signal is range gated to eliminate excess
receiver noise and permit target range measurement (Ref 56:19-
E; 13). The number of range gates depends on the number of range

o bins, M, where M = 2R /cTwith R being the slant range, c

s s
being the speed of light and T being the compressed pulse




o e width, If pulse compression is accomplished digitally then
o
ﬁl the A/D conversion occurs before the pulse compression, other-

wise the signal from each range gate is A/D converted.

< The range gated signal is divided into quadrature and
in-phase channels to eliminate the effects of blind phases.
Blind phases occur when pulse sampling appears at the same

o point in the doppler cycle at each sampling instant (Ref

‘4.\.

56:120). The quadrature channel is especially utilized when

Ll

delay line cancelers are used as a clutter canceler. The
- digital signal in the I and Q channels are then digitally
- filtered to suppress clutter energy and enhance the target
N energy. Various clutter cancellation and filtering techniques
o will be discussed later. The filtered I and Q channels are
“D then combined to produce a signal with no loss (Ref 56:121).

N Following the combination of the I and Q channels, the
signal from each filter is integrated, either coherently or

incoherently, and then compared in the CFAR with an

2! l‘.’

established threshold level to determine the presence or

....
Yy
PR I

absence of a target. The CFAR circuitry, designed using the

principles described in the Detection Processor Development

-‘. -“

section in Chapter II, maintains a constant, satisfactory
- number of false alarms for the radar system. The threshold
: value is generally calculated by applying the Neyman-Pearson
criterion using either fixed or real time clutter and noise

statistics. If real time (updated clutter and noise) statis-

‘.
AP

o) tics are used in modifying the threshold value, then the CFAR

system is considered adaptive. Signals which exceed the

‘l

[y

o
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threshold value are then passed on to the data processor where

target velocity and range estimation is made, and monopulse

calculations, ambiguity removal and track initiation are all
accomplished. The difference, &, and auxilary, AUX, radar
channels shown in Figure III-5 may or may not be employed.

When employed they are used for monopulse calculations, jammer

suppresion and the adaptive loop calculations such as the one

for the filters or the CFAR circuits. These

block elements whose functions are similar

described for the sum,:g, channel.

In designing the clutter cancellation
must be taken to maintain perspective on the
the variety of methods and technigques used

clutter. Doppler clutter cancellation

accomplished by

spectrally analyzing each

signal. It can be seen that filter design
become the heart of any cancellation scheme.
filters.

problem areas in designing the

channels contain
to those Jjust
techniques care
relationship of
for suppresing
is basically
range gated

and arrangement

There are two

The first is

designing the optimal filter so as to maximize the signal to

so as to minimize filter sidelobes which introduce

interference. This second problem,

Reference 29,

proper windowing of the signal, proper weighting to

the filter, whet’ . to implement the filter with

...........

.........

interference (clutter + noise) ratio as discussed in
References 21, 51, 58, 62, The second problem is to
approximate the optimal filter as close as possible digitally

ambiguous

discussed extensively in

43, and 60, essentially deals with choosing the

implement

a finite




e impulse response (FIR) circuit or an infinite impulse response
(IIR) circuit or use a FFT software package. Windowing and
weighting choices are influenced by the clutter spectrum which
must be cancelled, while choice of implementation method is
governed by system constraints.

The least complex and most widely used cancellation
technique is the delay line canceler, Figure III-6 shows a

single delay line.

IF PHASE | | PULSE RANGE DELAY
DETECTOR COMPRES- | ™| "ATE T=1/PRF =
SION +

A pA Yy

S N Y “

Fig. III-6 Single Delay line Canceler

While Figure 1III-6 shows the delay line canceler following
pulse compression and range gating, the delay canceler may,
and often does, follow the phase detector. The video output of
the phase detector, for a specific range, for 6ne complete
interpulse period is fed into the delayed channel which has a
delay time memory equal to the transmission interpulse period.
During the next transmission period, the output of the phase
detector 1is applied to the two channels of the canceler. At
the summer junction the video output from the first interpulse
period, which has been delayed, is subtracted from the mcst

recent undelayed video signal. Theoretically, if there is no

built-in system instability or radial motion caused by the




platform, the video output from fixed targets, clutter, will
be unchanged between successive ihterpulse periods thus
allowing for complete cancellation of the output of the
summer. In contrast, moving targets detected during
successive interpulse periods will have a finite phase
difference causing a varianée in signal level at the input of

the subtracting unit thus producing a finite residue output.

The signal present in the canceler due to a target return at

time t is

E (t) = A sin(2TIE t + © + ¢) (I1I1-38)

1 d
where O is the initial phase and ¢ is the phase shift due to
the target at range 4UR/).. The signal at an interpulse

period later is

E (t) = A sin[2TTF (. + T) + © + $] (III-39)
2 d

. Thus the output of the canceler is

E (t) = E (t) - E (t) = 27 sin(Tlf T)
o 2 1 d
cos[ZﬂTd(t + .5T) + © + @] (I1I-40)
From equation III-40 we can see that the magnitude of the
phase imbalance is thus proportional to the doppler frequency
shift of the moving target By envelope detecting and doppler
filtering the signal described by equation III-40, the target

doppler can be determined. From equation III-40 we can also

95




see that system instabilities such as pulse time jitter, pulse
width jitter, pulse amplitude jitter, pulse distortion, and
frequency modulation within the pulse all effect the
cancellation ability of a delay line canceler.

The delay 1line canceler acts as a periodic filter
notching out fixed clutter and signal energy around the dc and

the PRF harmonic frequencies. The transfer function is

IH(f)1. = 2 sin (TIET) (III-41)

This filter, periodic in the frequency domain, is sometimes

described as a "comb filter." Figure III-7 shows the response

of a delay line canceler or comb filter.

Single
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Clurter
spectrum

! Doubre
cancellotion

!
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o ©o o O -~

O N A OO ® O
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n s
3
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-
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(Ref 56:110)

Fig. I1I-7 Delay Line Frequency Response

The motion of the spaceborne radar platform induces a
frequency translation of the clutter spectrum. To compensate
for the doppler shift in clutter the frequency in the COHO can

be modified to shift back the clutter spectrum. A pbhase

926
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‘fﬂ' shift, inserted in one branch of the delay line canceler that

e
(]
= 4

shifts the null of the response to match the translated
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clutter spectrum, can also compensate for the translational
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effects of the platform motion. The appropriate phase shift is

L
CR) "pAll

0
0
a

: a function of the mainbeam sighting vector and platform
'i; velocity. The mean doppler shift due to platform motion can
e be removed by phase locking the receiver to the clutter as is
done with time average clutter coherent airborne radar
’§§ (TACCAR) (Ref 3:566). As in the airborne application, the
:J clutter doppler shift for the space-based radar will be range
o dependent since the doppler frequency is a function of the
sighting angle from the radar to the clutter cell. The aver-

age doppler frequency of the clutter, computed by averaging

the clutter signal phase change from several range intervals,

q"
-,

is used to cause the mean doppler frequency to coincide with

Y -

RN . Ml .
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the null of the delay line filter response over the rest of

SOAS

the range of observation (Ref 56:142). This system is an

. I.

example of a clutter lock scheme. The clutter lock addition
;;T 'simply compensates for the doppler shift and then uses any
:~ conventional clutter canceler to remove the remaining clutter
;; spectrum.

The clutter locking technique becomes ineffective when

Attt

more than one type of clutter is present in the range of

Y 4 e
AN
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interest because of the wide disparity in the mean velocities.

Furthermore, in the absense of clutter, the system compensates

LA

7~ for only the target velocity, thus rejecting the target. Hence

it 1is necessary to bypass the clutter locking circuits when
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clutter power is small(Ref 40: 328).

The single canceler in many instances does not have a
sufficiently broad enough null to reject the extended clutter
spectrum which results from a moving platform. To reduce the
clutter residue, the filter rejection notches can be widened
by cascading several single cancelers. The filter transfer
function for a cascaded delay line system is

n n
{H(f)L = 2 sin (TET)  (III-42)

where n is the number of cascaded elements. Figure III-7 also
shows the response of multiple cancelers. Care must be taken
when widening the notch that target energy in the vicinity of
“the notch is not also rejected.

The multiple delay line pulse canceler is an example of
a transversal or comb filter. The transversal filter finds
much use in delay line cancelers because of its ease of
digital implementation. Figure I11-8 illustrates a

nonrecursive or transversal filter.

Inout Detoy Deloy Deloy . Deig,
nout 7, T, Ty Tv--

\I?

L]

l . Summer

Output

(Ref 56:110)

Fig. III-8 Transversal Filter
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The output of the filter can be written as

N
E (NT) = 3 w E (kT) (III-43)
o] k=1 k I

where E (NT) is the output of the filter and E (kT) is the
input tg the filter. Since the filter responseIis controlled
by adjusting the weights w ... w , much effort has been spent
to optimally choose the1 weighzs and design methods to
adaptively modify the weights as a function of the clutter
return (Ref 2, 14, 24:91, 54). The transversal filter with
alternating binomial weights
k-1
w = (-1) n k =1,2, ... n+l (III-44)
k (k—1)
closely approximates the filter which maximizes the average
improvement factor (Ref 56:111). By using alternate weighting
schemes, i.e. Hanning, Butterworth, a different filter
}esponse results which maximizes performance criteria other
than the improvement factor.

Since the transversal filter simply implements a
cascaded delay line canceler network, as the number of delays
increases, the notches at dc and all the PFR harmonics are
widened and cancel an increasing amount of target energy.

Ideally the filter response should have notches at dc and all

PRF harmonics which match the clutter spectrum. The filter

response can be shaped to approximately match the clutter by
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ﬁ;' employing recursive, or feedback, filters. The z-plane fre-
quency analysis techniques discussed in Chapter II are used to
sysnthesize the desired frequency response. While recursive
filters offer a better steady state response than nonrecursive |
filters, they exhibit severe ringing in the presence of large J
clutter (Ref 56:114) and require a number of pulses to be !
processed before the steady-state condition is met. For wide
area surveillance application time is limited. Since the time
required for the transcient response of a recursive filter to
die is large, recursive filters will not be considered for use
in the delay line cancelers for this study.
In a delay 1line canceler system, target doppler is
obtained indirectly from the received signal. That is, the
'ir doppler information describing either a target or clutter is
obtained from the comparison of several interpulse video sig-
nals. The relative change from one interpulse period to the
next indicates the object's doppler. Low doppler objects are
then eliminated through filtering. The next clutter can-
cellation technique obtains object doppler information direct-
ly by determining the frequency shift of the received signal

from that of the transmitted signal frequency.

In this second cancellation scheme, fixed and moving
targets are discriminated through the use of a single or a
% bank of contiguous doppler filters. In this scheme a typical
' clutter cancellation system would consist of a bandpass filter |
~~ which passes the expected frequency response corresponding to

targets and suppressing the response from fixed targets. A

..........
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bank of contiguous narrowband filters,which would extend over

the expected target doppler frequencies, may follow the
bandpass filter. The contiguous doppler filters are mofe
complex than simple narrowband filters. These filters are
designed to better match the characteristics of the clutter
spectrum. The complex narrowband filters permit detection,
measurement of target velocity, and resolution between targets
having different velocities within the same beamwidth (Ref
32:16). Because the clutter spectrum is predominantly at low
doppler frequencies, the low doppler filters of the contiguous
bank of filters can be designed differently than the high
doppler filters. The low doppler filters can be of the form
suggested by Stutt and Spafford (Refs 58, 62) and Delong and
Hofstetter (Ref 21), where the "mismatched" filters are a
function of the clutter statistics. The major problem with
these filters is their implementation, thus filters similar to
those suggested by Urkowitz can be used (Ref 22:170).
Figure 1III-9 shows a system block diagram and a

fypical response for a doppler cancellation scheme.
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Fig. I1I-9 (a) Block Diagram (b) Typical Response

The placement of the bandpass filter within the receiver is
optional. The filter can be placed just beyond the maximum
anticipated clutter spectrum with the knowledge that low
radial velocity targets will be rejected. It is desirable
e when using a narrowband filtering scheme as just descibed to
o use a high PRF waveform to avoid doppler ambiguities.

"? The

when there is a large differential between clutter and target

cancellation techniques discussed so far work well

3 doppler frequencies. A spaceborne radar system's ability to
distinguish 1low velocity targets from clutter targets is
however, severly impaired because the high platform velocity
widely spreads the clutter. An additional compensation or
cancellation technique is thus required to reduce the spread

of clutter in a space-based radar if 1low velocity doppler

k&‘h'.‘n". “t 4y

targets are to be detected. A clutter spread compensation

method, mostly employed on phased array radars, is the

Displaced Phase Center Antenna (DPCA) MTI technique. The DPCA

)
. W % Te_ 1,

MTI technique attempts to remove the effects of platform

NG motion, thereby improving the subclutter visibility of the low

- A

velocity targets. The elements which compose the DPCA MTI
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system are shown in Figure III-10.

(Array
Control)
ARRAY FLIGHT
£ SWITCHING ——P DATA
v UNIT UNIT
> ANTENNA TRANSMITTER T
ARRAY (Sync)

I

COHERENT ARRAY S CLUTTER
RECEIVER DELAY CANCELLATION

Fig. III-10 DPCA MTI Canceler

The 1linear array conéists of two distinct sub-aperatures or
phase centers. In the DPCA MTI technique, energy from a
single aperature is transmitted at a time t . All the return
energy is processed in the coherent leceiver as in a
conventional canceler. Returns from the initial interpulse
period are stored in the array delay which is equal to the
interpulse period. As the platform moves forward during At,
where At corresponds to the interpulse period, the phase
center of the array is shifted rearward and a second transmis-
sion is made from theoretically the same point in space.
Fixed targets from the two successive transmissions will have

identical phase and amplitudes thus being cancelled in the

array delay processor. Moving targets would have changing




i
‘{’ phase and amplitudes. The difference between the two periods
( 3 will thus produce a residue voltage out of the processor that
'~ corresponds to their velocity. Theoretically, for perfectly
' matching aperature patterns, compatability between switching
time of the beam and the system PRF, and no vehicle motion
:_' effects, the DPCA system should provide high rejection of the
::“ mainbeam and sidelobe clutter, resulting in good subclutter
s visibility and detection of low velocity targets (Ref 36:27).
‘C Matching of system parameters and vehicle rotation have how-
ever limited the performance of the DPCA MTI technique. The
lf output from the array cancelling is then further processed by
:._ one of the cancellation techniques previously discussed.
t- An improvement to the DPCA MTI concept is obtained by
’ 0 using a multiple phase center array combined with pulse
1; compression and long integration time. This technique is
\ employed on the Multiple Antenna Moving Target Surveillance
:' Radar (MASR). The operation is identical to the DPCA MTI
?: system except 1) a number of discrete phase centers from which
’ beams are transmitted allow for multiple look integration 2)
. the output of the coherent receiver undergoes pulse
:': compression before entering the MTI delay line canceler and
" 3) video integration is performed on the outputs of the
' canceler (Ref 32:33). The system limitations discussed with
: the DPCA MTI system are now compounded because of the multiple
's phase centers.
; o Both the DPCA and MASR compensation techniques need
:;_: ~ multiple "looks" to limit clutter spreading. Multiple looks
e
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reduce the area search rate of the radar. Employing a
technique similar to that used in monopulse tracking, clutter
spreading can be compensated for without reducing the search
rate. The monopulse anomolous nulling clutter compensation
technique uses the normal sum pattern from the antenna and the
difference pattern from the antenna to cancel the clutter in
the mainbeam without canceling the target. A target in the
mainbeam is near the peak of the sum pattern, thus having a
large amplitude while having a low amplitude in the difference
pattern. The clutter in the mainbeam is doppler spread by the
platform motion as described before. The target doppler shift
competes with the clutter doppler shift from a different angle
within the mainbeam. Essentially the clutter is off the peak
of the beam. The clutter on the other hand has a large gain
in the difference pattern. Modifying the gain in the
difference pattern to have the same amplitude as the sum
pattern, the difference clutter pattern is subtracted from the
sum clutter pattern, thus canceling out the clutter. Since
the target amplitude in the difference pattern is nearly zero,
while the target amplitude in the sum pattern is large, the
resulting target amplitude is not sufficiently reduced when
differencing occurs. Following the differencing, the signal
is then processed further by one of the previously described
cancellation techniques to eliminate the remaining clutter
energy and provide for range and velocity measurements. While
this method enhances the §S/C ratio of the target in the
mainbeam, sidelobe clutter is limited. This method, like the
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is limited by the total system

DPCA and MASR techniques,
stability.

Various clutter cancellation techniques have been
presented in this chapter which take advantage of the
different spectral characteristics between targets and
clutter. While this is not an exhaustive list of all the
techniques available, the cancellation schemes presented are
representative of the manner in which clutter for a spaceborne
radar system would be cancelled. Essentially each of these
techniques distinguish between targets and clutter dopplex
characteristics by using some form of a delay line canceler or
a bank of contiguous doppler filters. To enhance the radar's
ability to detect low doppler targets DPCA, MASR or monopulse
anomolous nulling can be added to compensate for the clutter
spreading due to the high platform velocity. Because the
clutter spreading compensation techniques involve total radar
system aspects, they will not be added in the modeling and
analysis of the clutter cancellation techniques found in the

next chapter.
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IV Computer Models

Approach

The modeling of the clutter cancellation problem can be
divided into three separate areas or subprograms. The calcu-~
lation of the clutter power spectral density, for given radar
parameters and given surveillance scenerio geometry is the
first area. The routines used to calculate clutter PSD can be
exercised to obtain insights and understanding into the magni-
tude and extent of the clutter PSD for various surveillance
situations and clutter statistics. The second computer
modeling area is the processing of the radar echo signal so as
to cancel clutter and thus obtain target information. Since
the analysis of Chapters II and III showed that the modeling
of a clutter cancellation processor essentially becomes a
matter of implementing a particular digital filtering scheme,
the second subprogram simulates a digital filter. The final
computer modeling area deals with the calculations to obtain
the attenuation factor for the various clutter models - fil-
tering scheme combinations. The output from this subprogram
provides a quantitative measure of the clutter cancellation
ability of various filtering schemes against different clutter
backgrounds.

The computer simulation written for this study is
structured such that variations in the clutter background,

or cancellation scheme, can be easily implemented by simple

substitutions of routines. The main program, CLUTCAN, calls




;; the subprograms that model each of the areas described above.
These subprograms in turn call the subroutines that comprise

o each subprogram. The CLUTCAN program simulates the entire
~ clutter cancellation problem, from the calculation of clutter
PSD, the filtering schemes that cancel selected clutter spec-

tral components, to the calculation of the attenuation factor

SQ of the cancellation scheme used. Figure IV-1, shown on the
next page, shows the flowchart for the CLUTCAN program. Al-

though the subprograms are exercised by the CLUTCAN program,

?f they each can easily be used in separate programs to analyze
. specific problems. For example, the effects of various clut-

ter statistics or variations in surveillance geometries on

aa

clutter PSD can be obtained by writing a seperate program that

B .
EOE TS I ST}
s 2.'s B 03 2

2'a%s"a

‘I; only calls the clutter PSD calculation subprogram.
Since the main program, CLUTCAN, is only an initializa-
tion and calling program, and will not be dicussed in detail.
The CLUTCAN program listing can be found in Appendix D. The
;% next three sections will discuss the three subprograms called
;& by CLUTCAN. The subprograms' flowcharts and program listings
.

can also be found in Appendix D.

Clutter PSD Calculations

The subprogram CLUT calculates the power spectral

density that is received by a space-based doppler radar system

- given radar system parameters and the viewing geometry
. parameters for a specific surveillance scenerio. This

. subprogram computes the clutter PSD by one of two methods.
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CLUTTER OPTIONS & PARAMETERS
CANCELLATION OPTIONS & PARAMETERS

1

CALL CLUTTER PSD
CALCULATION
SUBPROGRAM

'

CALL CLUTTER

CANCELLATION
SUBPROGRAM

CALL ATTENUATION
FACTOR CALCULATION
SUBPROGRAM

PRINT

1.
2.
3.

CLUTTER PSD
FILTER RESPONSE
ATTENUATION FACTOR

CANCELLATION

DIFFERENT

CHEME

/

INPUT NEW

PARAMETERS

/ CANCELLATION OPTIONS
&

Fig. IV-1

FLowchart for CLUTCAN Program
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f;ﬁ The first method simply assumes a Gaussian power spectral
distribution function, as described by equation III-27. The

PSD mean power value is then computed by equation IV-1

2 2
W =PG N &

o T c (IV-1)
3 4
(4T) L R
s
where the spectrum variance, o, is computed via equation
c

III-35. The clutter spectrum is defined to be centered at
zero frequency because it is assumed that platform induced
frequency translation is compensated for by adjustments in the
N COHO.
The second clutter PSD calculation method is based upon

the summation of power reflected from range and range rate

distributed clutter. The region of distributed clutitex that
is of interest is defined by the area of the earth illuminated
by the radar for a pair of depression and azimuth angles.
These angles are measured relative to the velocity vector of
the spaceborne platform as illustrated in Figure 1IV-2. The
clutter level for an arbritrarily selected range-doppler cell
within the illuminated area, where the clutter cell range

width is defined by the range resolution constant, equation

ITI-123, and the clutter cell doppler width is defined by the

doppler resolution constant, equation II-126, is calculated by

: multiplying the average backscatter coefficient with the cell
ﬁi f
s el area.,
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Fig IV-2 Situation Geometry

For the high PRF case, the clutter power from the ambiguous
range cells are summed for an unambiguous doppler cell to

obtain the clutter power for a specific doppler.

Projected beneath the radar is a locus of points which
form a sphere centered at the radar nadir. This locus of
points are instantaneously at a fixed range, R, from the
radar. The intersection of the spheres with the earth forms a

circle called an isorange, all points of which contribute to

the range gate containing the range R. The earth isorange

circles are also illustrated in Figure IV-2. A range gated

return will contain clutter energy from the region between two
KO isorange circles (Ref 50:375). w

In the frequency domain, the locus of fixed points in
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space, from which a return would have a given doppler shift,

£f , is a half cone whose vertex is at the radar and whose axis
1: the velocity vector of the radar. The half cone arises
because the instantaneous relative speed between the radar and
fixed point, 1is the radar speed multiplied by the cosine of
the angle formed by the velocity vector and the position
vector of the point relative to the radar. The half cone

formed by the set of points with fixed doppler is illustrated

in Figure 1IV-3.

CONE OF
REVOLUTION

INTLRSCCTION OF ¥ML CONC
A0 HORIZONTAL PLARC

(Ref 47:XVI-7)

Fig. IV-3 Generation of Constant Doppler Contours

The intersection of the half cone with the earth forms a conic
section called an isodop all points of which contribute to the
doppler cell containing the doppler £ . Figure IV-4 shows the

o
projection of the isoranges and isodops on a flat surface.
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(Ref 47:XVI-8)

Fig. IV-4 Isodop and Isorange Points

The doppler cell thus contains the clutter returns from the
region between two isodop conic sections (Ref 50:375).

To compute the PSD, the illuminated range cell region,
shown in Figure IV-4 between the two isodopél&f a part, is
first determined. This area is the clutter darea for an
arbitrarily selected range-doppler cell. This clutter area,
multiplied by o—'.1 is used in the radar range equation (along
with the appropriate two way antenna gain defined along the
observation line of sight) to calculate the region's
contribution to the platform motion power spectrum. Figure
1V-5 illustrates the region which generates the clutter for a
range-doppler cell.

Since o'’ varies with problem geometry, the o’®value which
corresponds to the problem grazing angle must be determined
and used.
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Fig. IV-5 Range-Doppler Clutter Cell

The complete power spectra can be computed by integrating
over all isodop regions of interest. The high PRF used for a

space-based radar causes ambiguities in range which necessi-

tates integration over the entire ambiguous range region for
each unambiguous doppler. The clutter PSD calculation for a

doppler cell, £ , is summarized by equation IV-2

o .
R 4R
ik
2 2
C(R ,£)=2 PAX G (R,f )
f ik o k T o_dr (IV-2)
o 3 4
(4 L R
-R
ik
where R is the first unambiguous range between 0 and c/2PRF
i
on which the range gate is centered and R forms the set of

ik
discrete ranges

R + c/2PRF
ik i

R

(IV-3)
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"'i : The range zone width, AR, is

i

2 AR = c/2PRF (IV-4)
-

2 The approach just described to calculate the clutter PSD is
fﬁ based upon the clutter modeling developed in Refs 4, 25-27,
E; and 50. Chapter 2 of Ref 27 provides a complete mathematical
5 description of this clutter PSD calculation method, therefore
N it will not be repeated in this text. The mathematical equa-
i tions are, however, applied in the computer program.

3 Because of the iterations needed to calculate the
E clutter PSD and the ease with which variations in the problem
;5 can be accomplished, subroutines were used extensively in
.: ‘ CLUT, especially in the second method of clutter computations.
- Method two of CLUT calls several geometry calculation routines
i to compute the angle and range relationships between the radar
4 coordinate system and the coordinate system of the clutter
'i scattering region. The subroutine SIGMAO computes the mean
% backscatter coefficient for different grazing angles. The
N subroutine ANTG computes the antenna gain as seen by the
3 doppler-range cell. A short description of each subroutine's
% usage 1is provided with the code listing found in Appendix D.
? The development of the equations used in the subroutines are
,: straightforward geometric relationships, therefore will not be
i covered here. The calling sequence of these routines is shown
: in CLUT's flowchart, also found in Appendix D.

1 f;%

.
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R Clutter Canceler Simulator

The cancellation, or in some cases the reduction of
clutter PSD, 1is accomplished by digital filtering the PSD

E;i calculated by subprogram CLUT. The subprogram CANCEL simu-

iii lates the clutter cancellation via application of the digital
;ﬁf filtering techniques discussed in the "Digital Signal
%i Processing" section of Chapter II, primarily the application

of equation II-51. Equation II-51 is

N]
.

KN

::::: J2TET 2

f:: S (f) = 1H(e )i S (f) (IV-5)
-~ y c

iég where H(ejzuET) is the transform of the filter h(nT). The
= ':; subroutine, FFT2C, from the Cyber IMSL library is used to
_;: compute the filter transform of the real valued sequence
S? h(nT). The subroutine requires as inputs the h(nT) vector of
' ? sequence values and N, the number of data points to be
fj transformed, where as mentioned before, N should be a power of
;;i two. The subroutine outputs the filter transform as a complex
.2 vector of length N. The magnitude of the components of H(k),
:ﬁ taken at each digital frequency, k, is obtained by taking the
.ég squared magnitude of the subroutine returned vector. The
\}Z filtered clutter PSD is obtained by application of equation
é? IV-5., The clutter power spectra, S (f), is converted from the

7 c
analog frequency axis, £, to the digital frequency axis, k, by

k=£fNT. The filtered clutter PSD, S (k), is converted back to

= o Y
o the analog frequency axis by equation II-103.
<
5
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The subprogram CANCEL is designed such that either a
nonrecursive filter with one of the following weighting
schemes - binomial, Hanning, Hamming, Blackman, uniform,
Butterworth or a filter impulse function, h(t), is utilized to
perform the filtering that accomplishes the clutter
cancellation. The vector of filter sequence values is ob-
tained by sampling either the weighting functions or h(t)
every T seconds such that N samples are taken with
n=0,1,2,...N-1.

The subprogram CANCEL returns to the main program,
CLUTCAN, the filtered clutter PSD and the coefficients of the
transformed filter. The flowchart and program listing for

CANCEL can be found in Appendix D.

Attenuation Factor Calculation

The clutter attenuation factor, defined in Chapter I as

CA=C /C (IV-6)
in out
provides the quantitative measure for evaluating the merits of
various cancellation schemes. The subprogran, CLTATT,
computes the improvement factor by using the results of the
subprograms CLUT and CANCEL.

The clutter power at the filter input is obtained by
simply summing the clutter PSD values from the subprogram CLUT
and likewise the clutter power at the output of the filter is
obtained by summing the filtered clutter PSD values from

subprogram CANCEL. The clutter attenuation factor is thus

oy r—."\i"-"-_"q";"“ﬂ'_ V'_".'_f{""ﬂ".'.‘.'i"-'-'
. e e . .

Rk '."T
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determined by substitution of the clutter power, both at the
input and output of the filter, into equation 1IV-7. The
flowchart and program listing for CLTATT can also be found in
Appendix D.

By utilizing the clutter cancellation problem simulator,

CLUTCAN, the clutter rejection capability of various

cancellation schemes against different clutter environments,
different target parameters, and/or with different radar
parameters can be tested. In the next chapter, various test
cases and the associated clutter cancellation results will be

presented and analyzed.
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V Results and Analysis

Test Case

? Using the computer simulation of the clutter cancella-
tion problem outlined in the previous chapter, there are two
areas in which analysis was performed. The first analysis
area deals with the extent and magnitude of clutter PSD as
seen by a space-based radar. Clutter PSD curves were
generated for different depression/azimuth angle combinations
using both clutter PSD calculation methods. Due to system
constraints, (Reg 4:4-29) the grazing angle was limited

(o]

between 2 and 70 , thereby limiting corresponding depression
o o
angles to between 35 and 75 . Since the calculation of

'Ir clutter returns is symmetric in each of the four quadrants of
< the isodop-isorange plane (except for doppler sign changes)
3 the azimuth angle is restricted between 0o and 900. Clutter
o PSD calculations are computed with the depression angles
having an initial value of 35o and incremented 10o and the
azimuth angle having an initial value of 0o and incremented
30o with the exception of a data point taken at 450. Thus,
there are twenty-five depression angle/azimuth angle combina-
tions used in calculating clutter PSQ curves.

The clutter PSD curves denerated assumed a land
background. For comparison purposes, the clutter returns for
sea and snow/ice were also generated. Since the backscatter
coefficient, o‘t is not azimuth dependent, but rather

~ o
- depression angle dependent, an azimuth angle of 45 was used
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o] O o] o
O with depression angles of 35 , 55 , and 75 . 1In all cases ¢

was assumed constant.

The second area of analysis deals with the cancellation
ability of the different filter systems. This study used a
nonrecursive filter with a varying number of taps. Seven
different weighting schemes were used: Bartlett, Hanning,
i% Hamming, Blackman, Binomial, Uniform and Butterworth.
Although these weighting schemes may not represent optimal
weighting methods, they do illustrate the cancellation ability
- of easily generated weights. Through a subroutine change,

more complicated, better "matched" filters, similar to those
suggested by Delong and Hofstetter (Ref 21) and Spafford (Refs
58 and 62) could be implemented and tested. The cancellation
‘[; ability of the seven filter schemes were tested against ground
clutter, generated using the Gaussian function, with azimuth
angle of OO, 450, and 900 and depression angles of 350, 550,

and 750.
Since this study was not intented to be a radar system
g design study, the radar parameters described in Appendix A
were used for all test cases. A nonfluctuating target, with a
13 dbsm average RCS, at a range of 2350 kilometers was used
for analysis. This range corresponds to a target at an
altitude of 4.5 kilometers with a 45O depression angle

relative to the radar system. The target was asswied to have

a velocity of 617 m/s.
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Clutter Comparisons

In this section the clutter spectrum, seen by a space
based radar system is illustrated. Figures V-1 through V-5
show the clutter PSD for various depression angle/azimuth
angle combinations generated using the Gaussian function
approximation method. The various curves in each figure
represent different azimuth boresight angles. The clutter
returns from sea and snow/ice backgrounds are illustrated in
Figures V-6 and V-7, The different curves in each figure
represent different boresight depression angles. The sea and

snow/ice clutter returns assumed a Gaussian function.
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From Figures V-1 through V-5, we observe that by
increasing the antenna boresight azimuth angle the clutter
spectrum spread increases. Using Figure V-3 for example, the
3db power point occurs at 6.25 Hz for Oo azimuth angle, at
73.75 Hz for 30o azimuth angle, at 100.98 Hz for 45o azimuth
angle, at 124,96 Hz for 60o azimuth angle and at 142.5 Hz for
90o azimuth angle. This is as expected from equation ITII-35,
which explained the causes of clutter spread.

Increasing the depression angle, which likewise
increases the grazing angle, effects the clutter spectrum in
two ways. First, the greater the depression angle the 1less
the clutter spread, again per equation III-35. This is
illustrated in Figures V-1 through V-5, Using the 45o azimuth
angle as a comparison point, Table V-1 illustrates the

decrease in frequency where the 3 db power point occurs for

increasing depression angles.

Table V-1

Depression Angle Influence on Clutter Spread

Depression Frequency of
Angle 3 db Point
[9)
35 148 Hz
o
45 127.5 Hz
o]
55 105 Hz
o]
65 66.25 HZ
(o}
75 47 .50 Hz
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From Table V-1 we see a 4.92 db reduction in frequency
o o
spread for a 75 depression angle relative to a 35 depression

- angle. Because MTI target detection is based upon doppler

AL

differential, it is important to understand the amount of
clutter spread associated with different viewing geometries.
Surveillance strategies should try to operate with look angles
so as to minimize clutter spread.

The second effect depression angle has on clutter
" returns 1is an increase in clutter power with increasing
depression angle. Table V-2 shows the increase in received
clutter power for different depression angles over the clutter

o o
% pover received for a 35 depression angle.

‘ Table V-2
% Depression Angle Influence on Received Clutter Power
Depression Clutter Power
Angle Increase

o

45 1.87 db
o

55 4.61 db
(o)

65 9.25 db
o

75 15.76 db

The increase in power is because the range to the clutter
patch is reduced with increasing depression angle.
Figure V-6 and V-7 show the clutter spectrum for sea and
: f?? snow/ice backgrounds respectively. Comparing the curves of V-

o
6 and V-7 with the 45 azimuth angle curves of Figures V-1
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through V-5, we see very little change in clutter spread for
different backgrounds. Although the clutter spread from sea
and snow/ice backgrounds differs little from ground back-
grounds, there is however, a reduction in amount of clutter
power, Tables V-3 and V-4 indicate the reduction in clutter

return from sea and snow/ice as compared to ground clutter

returns.

Table V-3

Comparison of Ground / Sea Clutter Power

Depression Ground/Sea
Angle Power Ratio

o

35 -23.26 db
o

55 -12.83 db
o

75 -7.64 db

Table V-4

Comparison of Ground / Snow-Ice Clutter Power

Depression Ground/Snow-Ic%
Angle Power Ratio
°
35 -8.5 db
o
55 ~-3.86 db
o
75 -4,0 db

g oo

'_
L)

The reduction in sea and snow/ice clutter power return is due

vV Y v
‘l’. *
NS,
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to the increase in diffuse reflection that occurs in sea and

=y . 0,
PR

snow/ice backgrounds.

l’n';"x'l"i:.‘lh

Due to a limitation in time, the second method for

clutter PSD calculation was not executed and compared with the

Gaussian clutter PSD calculation method. Had this second

method been run, we would have seen a greater spread in

. '1

clutter as compared to the first method and an increase in the
amount of clutter. This is because the second method
b calculates the clutter contribution of all illuminated earth

area and not just the area illuminated by the mainbeam.
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Cancellation Scheme Comparison

..

The ability of a particular cancellation system to

eliminate clutter is, as seen from the development in Chapter

AL NS
P

III, based upon the ability of a filter, or set of filters, to
cancel the spectral components which correspond to clutter,
while preserving target spectral energy. Regardless of
. whether the spectral information is obtained indirectly, as in
a delay line canceler system, or directly, an indication of
K- the cancellation ability of any doppler clutter cancellation
. method can be obtained by analyzing the filters.
- Because the transversal filter can be used to implement
a delay line canceler system or a filter bank system, it is
used in this study as a basis for comparison of different

f;? clutter cancellation systems. That is, it is assumed that
>

»

different configurations of the transversal filter represent
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different cancellation systems. The filters analyzed are
intended to represent front end filters, cancelling the clut-
ter spectrum, while allowing for signal detection in seperate

* filter circuitry. To maintain perspective as to where these
filters fit into the radar signal processing chain, the
transversal filters analyzed would be used at the doppler
filter bank block in Figure III-S5.

Before analyzing the clutter cancellation ability of a
multitude of transversal filters against the various clutter
spectrum described in Figures V-1 through V-5, a pragmatic
approach to limit the number of filters studied was necessary.
The ideal filter response for cancelling clutter, as described
in Chapter III, was one that possesed a notch at dc and all
PRF harmonics wide enough to cancel clutter yet not too wide
so as to eliminate targets. There are three parameters in a
transversal filter which can be varied to produce different
spectral responses - 1) the weighting on each tap, 2) the time
delay between taps, and 3) the number of taps. Figures V-8
through V-14 show the filter magnitude response due to Butter-
worth, Bartlett, Hanning, Hamming, Blackman, Binomial and
uniform weighting schemes. Figures V-15 through V-18 show the
filter response of a different dela_ ‘ne time. Finally
Figures V-19 through V-22 show the effect of varying the
number of filter taps. The filters illustrated in all the
figures, Figures V-8 through V-22 all have a periodic spectral
response, with period 1/T. T is the time delay between taps.

The number next to the curves in each figure indicates
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the number of tap weights the filter has. The variable, N,

indicates the number of points used to generate the filter

:: curves.
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- Comparison of Figures V-8 through V-14 shows a great
similarity between Bartlett, Hanning, Hamming, Blackman and

uniform weighting schemes. This is to be expected since the

RSN -

PN,

weight values for these five schemes are similar, varying from
- between + 1. The Butterworth and Binomial responses are
' characterized by a broad mainlobe response, broader than the
mainlobe response of the other five weighting schemes, and

= essentially nonexistent sidelobes. (The Butterworth filter

TN has a 3 db bandwidth of 7125 Hz, the Binomial filter has a 3
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db bandwidth of 8325 Hz and the Hanning filter has a 3 db
bandwidth of only 4500 Hz.) The low sidelobes and broader
mainlobes are due to the dynamic range of the Butterworth and
Binomial weight values. The slight sidelobes which the
Butterworth filter exhibits is due to the asymmetric nature of
the Butterworth weights,

Figures V-15 through V-18 show the effect of changing
the time delay between taps. Increasing the delay time has
three effects on the filter response : 1) reduces the band-

width of the filter, 2) reduces the depth of the sidelobe

nulls, and 3) reduces the sidelobe levels. Because the filter
response with delay times greater than 33.333E-6 (reciprocal
of the possible target doppler bandwidth) do not span the
entire spectrum in which a target could be present, and delay
times 1less than 33.333E-6 span a spectral region greater than
necessary, thereby increasing the amount of noise, only delay
time equal to 33.333E-6 seconds needs be used. If a bank of
narrowband filters is to be implemented, then delay times
greater than 33.333E-6 would be necessary, with the delay
dependent on the bandwidth of the filter desired. The trends
that are seen with a filter having a delay time equal to
33.333E-6 will, however, apply to a filter with different
delay times.

Figures v-19 through v-22 illustrate Binomial,
Butterworth and Hanning weighting schemes with different
number of tap weights. The Bartlett, Hamming, Blackman, and .

uniform weighting schemes were eliminated because of the
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similarity with the Hanning weighting scheme. The mainlobe of

the filter response using either the Butterworth, Hanning, or

Binomial weighting schemes, broadens as the number of taps is

reduced. This is again due to the reduction in dynamic range

of the weights. The Butterworth filter and the Hanning

filter with an odd number of taps, both exhibit nonzero filter
responses at frequencies less than 400 Hz where clutter is the

greatest. This undesired high response worsens as the number

of taps decreases. Because of the high filter response in the

low doppler regions, the Butterworth filters and the Hanning

filter with an odd number of taps, can be eliminated from

further analysis.

After systematic analysis of various filters, only

filters with Binomial weights and Hanning weights with an even

number of taps,

need to be analyzed for clutter cancellation

ability. It is interesting to note that a Hanning filter with
two taps has the same response as a Binomial with two taps,
therefore the two tap Hanning filter can also be eliminated

from further analysis. The curves in Figqures V-1 through V-5

show that the most stressing clutter case is when the antenna
o o

boresight has a 35 depression angle and a 90 azimuth angle.

Table V-5 illustrate the clutter attenuation factor of a

transversal filter with Binomial weights with different number
of taps

and a filter with Hanning weights with four and six

taps.

140




Table V-5

Clutter Attenuation Factor for Different Cancellation Schemes

Weighting Number of Clutter Attenuation
Scheme Taps Factor
Binomial 2 30.697 db
Binomial 4 76.623 db
Binomial 5 96.904 db
Binomial 7 134.681 db
Binomial 8 152.363 db
Hanning 4 24,694 db
Hanning 6 21.201 db

From Table V-5 we see there is a 122 db improvement in
clutter attentuation by using an eight tap Binomial filter
instead of a two tap Binomial filter, however, this is at the
expense of detecting targets. Comparing the Hanning and
Binomial weighting schemes we observe a 32 db reduction in
attenuation using a four tap Hanning filter instead of a four
tap Binomial filter and a 94 db reduction in attenuation using
a six tap Hanning instead of a six tap Binomial.

Table V-5 provides attenuation figures for only one
particular viewing geometry. With different viewing
geometries the clutter attenuation will vary because the
clutter spread varies, thereby changing the ratio of the
clutter into and out of the filter. Table V-6 shows the
clutter attenuation factor for different viewing geometries

using a four tap Binomial filter.
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A Table V-6
(_ Clutter Attenuation Factor for Different Viewing Geometries
Azimuth Depression Clutter Attenuation
Angle Angle Factor
<) (]
_ 45 35 86.144 db
= o o
“o 90 35 76.623 db
5 o o
- 45 55 94.857 db
- o o
90 55 86.374 db
- o o
- 45 75 157.264 ab
- o o
< 90 75 118.190 db
:& The average clutter attenuation factor provides a better indi-
te
3 cation of the cancellation ability for a surveillance radar
.ﬁ G since the viewing geometries continually change. The mean
% clutter attenuation for a four tap Binomial transversal
‘j filter is 103.24 db.
5 From observation of Figures V-8 through V-22 and Table
. V-5, it 1is apparent that the Binomial weighted transversal
ﬁ filter provides the best cancellation ability of any of the
- filters tested. Variations on the Binomial weighting scheme
Eg were tested, but with no increase in attenuation factor.
A
‘ -~
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.- Chapter VI Conclusions and Recommendations

- Conclusions

To prudently handle the clutter cancellation problem a
A method of mathematically describing the target signal and
. clutter return was needed. It was found that the most

efficient method for description was in the frequency domain,

;{ in terms of the power spectral density. In Chapter II it was
] proven that the power spectral density could be determined for
3

0 a deterministic (i.e. target) and random (i.e. clutter)

signal. Since both clutter and target returns were easier to

describe in the frequency domain, signal analysis was also
sl described in the frequency domain. It turned out that signal
analysis essentially reduced to designing the matched filter

which would accomplish the correlation principle, normally

?é implemented via a convolution integral. The design and
Qk analysis of the matched filter were easier in the frequency
‘{i domain because the transformation between the time and
ig frequency domains, accomplished by the Fourier transformation,
ié eliminates the need to perform convolution integral and
,é instead performs simpler algebraic manipulations. If the
ié clutter environment statistics are known, then with the aid of
ii the ambiguity function an "optimal" waveform-filter pair could
be defined.

§§ The survey of doppler clutter cancellation methods
$: showed that clutter cancellation is accomplished by
1 IR

at distinguishing clutter returns from target returns by the
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velocity differential between the two. This velocity

differential manifests itself as power spectra 1located at
different frequencies. The cancellation occurs by eliminating
those spectral components which correspond to clutter. If the
environment and the geometry of the particular surveillance
situation are given, the PSD of the clutter can be
predetermined, thus allowing for proper spectral nulling. This
relatively straightforward approach to eliminating clutter is
complicated when the target and clutter velocity differential
is such that the target power spectral components overlap the
spectral components of clutter. For a space-based radar
system, the situation of a low velocity differential between
clutter and target spectrum arises either because of the
geometry of the particular surveillance situation and/or
because of the radar system's platform motion. In the pre-
vious chapter we saw that the greatest clutter spread occurs
at small depression angles and large azimuth angles. We also
observed that clutter energy, after clutter locking compensa-
tion, 1is centered about zero Hz and spreads out to greater
than 400 Hz. The cancellation of clutter in the low doppler
(velocity) regions is the essence of the clutter cancellation
problem.

If the system compensation methods are ignored, i.e.
DPCA or monopulse anomolous nulling, the clutter cancellation
problem reduces to a filter design problem. Because of the
large area which the space-based radar must survey, there is a

vast number of detection cells which must be analyzed. This
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necessitates that the filters be implemented digitally. The

choice must be made whether the filters should be implemented
via recursive equation, thereby taking advantage of the vast
experience in the design of analog filters or implementing the
filters via nonrecursive equations, which can be computed
using one of the various FFT algorithms. Because recursive
equations cannot be implemented via FFT operations, and also
because the transient period for stabilization tends to be
longer for recursive filters, nonrecursive filters were
utilized for various clutter cancellation schemes.

Since the transversal filter can be used to represent
either a delay line canceler or a filter in a filter bank,
analyzing the spectral nulling of different transcient filters
provides an indication of the clutter cancellation ability of
different cancellation schemes. In Chapter V the spectral
response of transversal filters with seven different weighting
schemes, with different tap delay times, and with different
numbers of taps were all examined to determine which
transversal filter configuration provided sufficient clutter
cancellation. It was shown that a transversal filter wusing
the Binomial weighting scheme and a tap delay time equal to
the reciprocal of the target doppler bandwidth provided the
best clutter cancellation. Increasing the number of taps
broadened the filter spectral null, thereby improving the
clutter cancellation at the expense of eliminating more
targets. A four tap Binomial weighted transversal filter

provided 103.24 db of average clutter attenuation, a value
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sufficiently adequate to cancel clutter and obtain target

range and velocity information.

Recommendations

The primary objective of this study was to organize,
define and develop the nature and description of the
spaceborne radar clutter cancellation problem. Besides the
development of the clutter problem, a secondary objective was
to develop a computer tool that would 1) implement the equa-
tions and concepts which describe the clutter problem so a
fuller understanding of the clutter problem could be gained
and 2) provide a vehicle to test various clutter cancellation
methods. This study concentrated on only doppler cancellation
methods, which digitally filtered the radar echo signal by
application of one of several FFT algorithms. Although this
study has concisely tied together the clutter cancellation
problem, there are still many areas which require further
research.

In this study, the spectrum of the echo signal was
canceled by a nonrecursive filter, implemented by FFT
algorithms. There are several other methods of estimating the
spectra based on modeling the clutter as a rational function
and then determining the coefficients for the specific
situation. The relative merits of these other spectral
estimation techniques should be explored and compared in terms
of the clutter attenuation factor and operational speed. Ref

34 provides an excellent reference to initiate the analysis.
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The continuing change in the clutter statistics,

especially due to the platform's motion results in filter
mismatches. The use of an adaptive algorithm such as the one
suggested by Applebaum, Ref 1, or Reed and Brennen, Refs 8 and
10 to modify the matched filters should be explored. This
effort should compare the clutter attenuation factor of each
of the algorithms with that of a fixed matched filter.

Several system platform motion compensation methods were
discussed, but not analyzed. The effects of these methods on
the total radar system and the gain in attenuation factor
should be determined.

To 1limit the size of this study, nondoppler clutter
cancellation techniques were not considered. The nondoppler
cancellation techniques should be analyzed, and their clutter
reduction ability quantitatively determined. Normally, the
benefits of nondoppler techniques have been described in terms
of probability of detection. A performance measure similar to
the clutter attenuation factor should be developed and then
the doppler and nondoppler cancellation techniques should be
compared.

Finally, the simulation of the clutter cancellation
problem was accomplished through the application of the radar
range equation. This somewhat simplistic approach to the
problem is based upon approximations to the power levels.
A theoretically more accurate and thorough approach to the
modeling of the clutter problem would be to perform a video

signal simulation, simulating the interaction of the
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transmitted video signal with the target and the clutter
scatterers. Although a video simulation would be more complex
and utilize more computer time, a finer sensitivity to the

response of various filters could be obtained.
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A o Radar System

; A S-Band, 20 meter diameter radar system was used for |

{ \

- this study. Figure A-1 illustrates an example of an arbitrary

b space-based radar system.

2

h‘

b

!

Q

v B

~ EARTH

.

. Fig. A-1 Radar System Configuration

; The satellite, with the antenna's boresight pointed toward the

” horizon, is assumed at an altitude of 1667 kilometers.

o Since this study is concerned with clutter cancelers,

2 the radar system described is for the purpose of clutter
analysis and should not be taken as a point design. The

e following radar parameters chosen for this study are, however,

&

ﬁ representative of a system that could be deployed to perform

’ wide area surveillance.

§ v

0)
P

1. Transmitted frequency - 3.0 GHz (S-Band)

,




s
‘e

.
.
P )

(]
r

P4

y e " “.‘.'.
st

- .
I"“I
s

el w4,
VBT

“ &4
;o

s e RN -
'cl.n .l{'l 4y *' ﬁ PO : J—

1 ()
AR

.'.‘ [ I
.

'n'l s v

N - Ty

i
a0

;?gﬂj

B Bantats

2. Power / Burst

3. Gain (n =.85)

4. System goise Temperature
5. System Losses

6. Azimuth Beamwidth

7. Elevation Beamwidth

8. PRF

9. Scan Rate
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5.0 kw

55 DB
o
415 Kelvin

13 DB
o
«5
o
-3

30 kHz
o
5 /sec

A simple rectangular pulse waveform, illustrated in Figure A-

2, is used for the analysis.

DWELL REQUIRED FOR DETECTION

30 msec

[

1-——60 msec——|
——A

r[n=11Jn=2LJn=3]_A. o« . n=N

33 usec

Fig. 2-A Pulse Doppler Waveform

Clutter Model

Due to the uncertain nature of the statistics of radar

clutter as seen by a space-based

system, the

backscattering coefficient, cf: described in Ref 4:4-24, is

used for this study.

-t

Figure A-3 illustrates the average
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The values of o’ are for a S-Band radar.
The computer simulation of the clutter cancellation

problem allows the user to choose either land,sea, or snow and

ice terrain. Backscatter coefficient values, at every five

degrees of grazing angle, are stored for the three types of

terrain. The program stores the DSA backscatter model values

for land and snow/ice. The sea o’  values are taken from the

Sea State 5 curve for grazing angles less than 70 degrees.

For grazing angles greater than 70 degrees the Aerospace

Program Model is utilized. The change at 70 degrees is
because the Aerospace Program Model better approximates the

available data values.
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For a pulse doppler radar, the amount of clutter surface
area illuminated by the antenna mainbeam is dependent upon the
platform's altitude above the earth's surface, the grazing
angle and the mainbeam's azimuth and elevation beamwidths.
Given a geometric description of the mainbeam with respect to
the earth, the clutter surface area can be computed. Figure

B-1 describes the angles used in describing the geometry

between the radar and the surface area.

G
¢

DEPRESSION

INCIDENT
ANGLE

Fig. B-1 Radar Geometry Angles

Depending on the altitude of the radar platform certain
assumptions can be made in computing the surface area. For an
airborne or extremely low spaceborne platform, the radar is
close enough to the ground such that the surface illuminated
by the mainbeam is essentially flat. Depending on the situa-
tions, two different cases occur when computing the clutter
afea. The pulse 1limiting case occurs when the equivalent
physical 1length of the pulse is less than the value of the
elevation beamwidth dimension (dimension D , Figure B-2).
This case results when the relationship bethgn the half power

elevation beamwidth, the grazing angle ¥ , the range R, and

the pulse width T satisfy tanY < tan [ZOBER /cTl. Figure B-
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Ff R 2 illustrates the relationship between the various parameters.
N RADAR f

BA

b. Azimuth view showing surface clutter.

Fig. B-2 Illuminated Clutter Area for Pulse Limiting Case

. Dimension D can be calculated given the radar's grazing

"'- - EL

angle Y , and the pulse width T. The angle O is defined as
0=180-(9 -Y) -9 =Y (B1)

Therefore D is

EL
cT/2 = cosY¥Y (B2)
DEL
or
D = cT/2 secW (B3)
EL

For a narrow azimuth beamwidth, the dimension D is
AZ

i D =R®O (B4)
AT AZ BA
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and the illuminated area is approximated by multiplying the
width dimension D , with the elevation length, D .
AZ EL

A = (R@ cT)/2 sec ¥ (B5)
c BA
The second case occurs when the illumiated area is
limited by the beamwidth and not by the pulse length as shown
in Figure B-3

RADAR
~

\ BBE S HALF.POWER BEAMWIDTH IN ELEVATION (TWO WAY)

FLAT EARTH

(Ref 41:65)

Fig. B-3 1Illuminated Clutter Area for Beamwidth Limiting Case

The beamwidth limiting case occurs when tan¥Y > tan([2¢R/cT].

The mainbeam clutter is thus

2
A = ,25TR 6 © csc W (B6)
C BA BE

For equation B5 and B6 to apply, the beamwidths are assumed to

f be less than ten degrees.
Ei”"* ' For a high altitude radar system, the area illuminated

is shown in Figure B-4 where h is the platform altitude, R is
s
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N the slant range to the toe of the footprint, the angles B .
h

‘, ' o, ¢, and B, X , ¢ respectively correspond to the heel and
h h t t t
i toe of the footprint.

.\-:: EARTH CENTER
Fig. B-4 Radar - Earth Geometry

To calculate the area covered by the radiated energy the

toe grazing angle must be calculated. From the law of sines

sin (é + 90) sin ot
t t.

A H+ R R
e e

N thus

“~

vl -1

"\j & = sin (R /(H+ R ) cos ¢ ) (B7)
v t e e t

<

.,-: Again wusing the 1law of sines, the heel grazing angle is

v.‘.
N computed

l. B‘-5
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sin (¢ + 90) sin &
h

H+ R R
e e

where ¢ = & - @ . Thus
h t BE
-1
$ =cos ((H+ R )/R sinat ) (B8)
h e e h

The toe earth central angle B , is
t

B=90_¢_o< (B9)
t t t

and the heel earth central angle, ﬁh' is

B = 90 —¢ - K
h h h
-1
=90 - cos ((H+R)/Rsinod ) - + O (B10)
e e h t BE
Thus the length is
D =(R -3 )R
EL Bt Bh e
-1
= [cos ((H +R )/R sinfx. -0 ) -¢ -0 IR (B11)
e e t BE t BE e

To calcultate the width of the footprint, D , the slant
AZ
range must first be obtained. Again using the law of sines




et}

N —
v

A
vl

;;- thus

RGO

¢

[
(S

e
o
M v

R =R sinﬁ / sin & : (B12)
s e t t

The footprint width is

D

1}
3
O

(B13)
AZ s BA
The clutter surface area is then the length of the footprint
times the width, or
-1
A = [cos ((BE+R)/Rsinf¢a -0 )) -¢ -0© 106 RR (B14)
c e e t BE t BE BA e s

(Note: The area calculated by equation B14 is slightly larger
than the actual area covered by the mainbeam. This is because
in calculating the width, the heel of the footprint was

assumed to have the same width as the toe of the footprint.)
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Trigonometric ldcntitics

sin (x ¢ ») = sin (x) cos (») 1 cos (x) sin ()

cos (x + y) = cos (x) cos ()') F sin (x) sin(y)
sin (x) + sin () = 2 sin {(x £ y)}/2] cos [(x F »)/2)
cos (x) + cos (30 = 2 cos [(x + »)/2] cos [(x — »)/2])
cos (x) — cos () = 2 sin [(x + »)/2) sin [ = x)/2)

icos (x)cos () = "cos (x + y) + cos (x = »)]

2 sin (x) sin () = [cos (x — 3) — cos (x + »)]

2 sin (x) cos () = [sin(x + 3) + sin (x — )]

sin (2x) = 2 sin (x) cos (x)

cos (2x) = cos¥(x) — sin*(x)

= /{1 = cos (x)1/2]
cos (x/2) = + /[ + cos (x)]/2

in (x/2 e o .
sin (x/2) Sciect sign for radical

consistent with left side.
2 sin® (x) = 1 — cos (2x)
2 cos?(x) = 1 + cos (2x)

4 cos3(x) = 3 cos (x) + cos (3x)

A cos (x) — Bsin (x) = Rcos(x + 6)

where o
R=JA2'T'Bz
B
= il Pt
8 =tan L‘] _ i
+36
e =cos6& + sin#®
e -je
cos® = e + e
2
je -je
sine = e + €
2)
o Je -8 258
tane = -jle_-e ) = =jle - 1)
B C) -30 230
e +e e + 1
a = b = c
sSin A sin B sin C
Fo“ochG
R duced |
. a2 = b2 + 02 - 2bc cos A b:?troav‘ﬁl.nbl;oc'?:p&
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“'_ Table of Elementary Fourier Transform Pairs
o DESCRIPTION TIMI: FRIOQUENCY
x::- DOMAIN DOMAIN
- .l
L e T
":'.: e . Pulse A/}( -3 %) — At sinc (1f)
i Dehia Ad(1) — A
L Constant A — A8(f)
%
:‘i One-smided o ]
o) Exponentual ¢”*ulr) - ey
Two-sided el 2
Exponential ¢ - 2 (—Zr.—‘f)’
. Lt>0
Unit Step u(1) = {0, 1 <0 - = 6([) 2rj
. ’ le>( 1
Signum sgn (1) = =11 < ‘ T
L [ !!l .
Triangle .LI - pl—%1) — 1 sinc’ (7f)
Gaussiun exp[—1*/2¢?, «—  exp[~(2ref)*/2))
\/"2ﬂ0
. -
Cosine €03 (27fp1) -3 [0/ +/So) + 8(f - fo)]
Sine sin (27/, 1) — J3[6U + fo) =8 — /o))
‘-, Periodic 9,(1) =g, (t +nTo) — Y G(rf)o(f = nfy)
- Sampling Y 8(1 = nT,) — Y Jo 8(f =nfo)
Hilbert 0] —  =JG()sgn (1)
Fouricr Transform Theorems .
N ’ h
A. Supcrposition S 8,541) - Y a.G.()
LER as |
3. Symmetry G(1) — y(=/)
1
C. Time Scaling g(at) B T G(fa)
D. Time Shifung gl =1o) — G{)expT—j2=f1,]
L. Frequency g exp [+j2:/510 — G(f - /o)
Shifting
IF. Time d* i~ AR |
DifTerentiation ﬁ[g(')] - (j25/YGU) i
G. Frequency g a* e (
Difierentiation (=j2mygtty = ar- (f)] :
1. Integrati D ogmdx = S50+ == 6
','?1' I. Integration J-"y 3 2f
1. Convolution gy e b - GU) H(S)
J. \ultinacation glh(n) - Gif)» HS)
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N 10 :
p -o 2 0 a ! e =11 Ty
02 . o6 prre o s eapl-2%)
A s
Mx)= [——x!(N - xl'] 7O-p)
o)
ST TS 45 6 gamma
binomial
d Or 3 .
025 o e! Zxieixytrenpt -dxiy)ty
A=20 -
0 2 06 y=| [e]
015 z* :
px)= e exp(=)) 0a
ot Oer ~
0,05 .
/ o 2 a 3 8
-2 = Rayleigh
° 5 l LYFES
o\ TR < e e
n=\ T S A
o3 X*2a " 1’3:’...012
L. o] 2 q [3 3
-6 -3 -2 -1 0 1 2 3 a T Chi-squared .
normal (Gaussian) . N Ti(ny ¢ g2 ™ =1 (g fp polt
04 iy ™ | - ' in, *a,112
7=0 o =100 Fn, /T (u;l‘.’)[l . ('L‘ .x)]
03 $=1 n
3 2,k
! 1 Xex = | a2t 72
02 px)= F—' exp [- 3 (bls l)’] 2t :3-200 TN
' 01 ]
< - 1 - ] D) 1
L 0 7z 3 & 5 6 7 8 ° E e
! log-normal
by 10, ™, SEALRRNEN AL e
E\_ B=10 o,‘ R CITE]
L"- ' o8 /1" Goussion
) ' x,(k}
t_v © 06 /x3(k)in
i 0-4 Ax)=(1/8) exp (-x/3)
02
0 |
be. 0 1 ] 3 a T -3 -2 2 0
t{' exponential T
W ) Some probability density functions.
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SUMMARY OF STATISTICAL AVERAGES®

INDICATED OPERATION

Name DEeriNImION
Discrete case Continuous case
Mcan = m. Also
called average, L] -
expectation, Elx) ,Z,x' P(x) J - xplx) dx
cnsemble average
Variance = g2 » -
(standard E(X — m,)*) 3 (i = myP(x) _[ (x —m.)*p(x) dx
deviation = o) =1 ==
nth moment E{X*} z x"P(x;) Ig x*p{x)dx
. 1=} - .
nth central moment -
or nth moment E(X = m,y) (= mpix) [7 = mypaax
(=0forn=1) 1 . -
about the mean
Mean of 2 function - & -
o(x) E{g(XD)} 'ZQ(IA)P (x0) ce g(x)p(x) dx
(n + k)th joint vt LN '- J»- I. N
moment E{xy') ‘_ZUZ‘X' 'y, ' P(xs, yy) e _‘.\“)‘p(x.))dxdy
(n + k)th joint E{(X - m)(Y - m,)}

central moment
Covariance

Mean of a function
9(x,»)

E{X — mXY - m,)}

E{g(x, )}

i z (xe — mY (O, — m,)'P(x,, y))

in} y=}

i (x. = m.Xy; = m)P(xi, y,)

-1
Z glx:, .V/)P(xl )

14}

T

My~

'

I : .j .‘ & =m0 — mYplx, y) dxdy
,[ .-.'. j:. (x — m,)Y» — m,)plx, ) dx dy
[7_ ] otx. 2pte. e

* For the discrete cases, oulcomes are x{(i=1, .

tinuous cases X and Y are dcfined over the mlerval (-uo <xr< uo) and have continuous density functions p(x) and p()) respectively.
The means are indicated by m, and m,

wN)and y, (i=1,.

., M) with probability P(x,) and P();) respectively. For the con-
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Z - Transform Theorems

Sequence 2-Transform
1. x(n) X(z) ) " Ry <|zl < R..
2. y() Y(z) R, <z} <R,.
3. ax(n) + by(n) | aX(z)+ bY(2) rmax {R,.,R,.] < |zl < min [R,,, R,.}
4. x(n + n,) .z"OX(z) R,. < |z] < R,,
'S, a*x(n) X(a-z) lalR,. < |z} < lajR,.
6. nx(n) -2 d;::z) R,. < |z] < R,.
7. x*(n) X*(z¢) R,. <l2l <R,.
8. x(—n) X(1/z) R,. < 2| < 1/R,.
9. Re [x(n)) HX(2) + X*(2*)) R, <zl < R,.
0. Im ] | FUO-X@N A<l <A
11. x(n) * y(n) X&) X() max [R,., R,.] <[z} < mip [R,,, R,.]
1 .
12 x(n)y(n) 2_n/ é’ X (O)Y(:) pde  R.R,. <|z] <R,.R,,
DFT Transform Theorems
Finite-Lengih Sequence (lengih N) DFT
1. x(n) X(k)
2. y(n) Y(k)
3. ax(n) + by(n) aX(k) + bY(k)
4. x((n + m)\Rp(n) Wat=X(k)
5. Wirx(n) X((k = 1N\ (K)
N=1
6. [ > x((m)py((n — M))N]ﬂ,\-(.'l) X(k)Y(k)
me=0
N-1
7. x(n)y(n) ;7[ Zo XDy Yk ~ 1))A.]ax(k)
e
§. x*(n) Xo((=k)) ;R (k)
9. x*((=m)pRp(n) X (k)
10. Re [x(m)) Xes(k) = 3X((K)) y + X* (= kDN LK)
1. j lrp (x(m)} ) Xos(k) = LXKy = X (=KD )R \ (k)
12. x,,(n) Re [X(k))
13. x,9(n) JIm [X(K))
The following properties apply only when x(n) is real:
X(k) = X*((=k)) R (k)
Re [X(k)] = Re [ X((—k))3 IR (k)
14. Any real x(n) Im (X(k)) = —1m [X((=k)y IR \ (k)

15.
16.

(X (k)] = 1 X((= k) \ IR y(K)

arg [X(k)) = —arg [X((—=k)NIR (k)
Xop(n) Re [X(k))

Xo(n) J1m (X))
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Table of Elementary
Z - Transform Pairs

- — f(k) F(z)
. 1 ot s(k) 1
!‘ 3
% 2 §(k-i) 53
i 3 u(k) _Z _
f: 4 u(k-i) z-fiz_g_T}
Fi 5  ku(k) —=z
it (z - 1)
b -
6 k“u(k) . 2(z + 1%
(z - 1)
-akT z
! € z - exp(-aT)
-akT zexp(-aT)
¢ ke {z - exp(—aT)i2
3 9 1 - e 2KT z{l - exp(-aT)}
- (z-1){z-exp(-aT)}
- |i'p T0 aF _ z -
11 ka* ez
y ' (z - a) 3 X
Pl
5 12 (k + 1)a¥ —=
. (z - a)
K 23
13 (k+1)(k+2)a j2 —z
(z - a)~
i 14  sin(wkT) — 2sin(wT) -
% z” - 2zcos(uwT) + 1
15  cos(wkT) z{z - cos(uT)]}

22 - 2zcos(wT) + 1

-ak

16 e Tsin(ukT) zexp(-aT)sin(wT)

;fﬁ- 2zexp(-aT)cos(uwT) + exp(-2aT)

. ® »
LR R b S A R W

22 - zexp(-aT)cos(wT) ‘
- 2zexp(-aT)cos(uwT) + exp(-2aT)

17 e 2KTeos (k) | -




w W =& t0 D x
O+ 5 -t 1= 7p .\ o<v ﬁ Alav g dxo 2% = xp (xq) s0d [(xp)—] dx> e._‘ £ m
) o e\ x - 2.
0+ 21 mg - EELA . b
23
[xp] dxo PR xp [xo] dxa xg. .mu
O+=8ulu=v=¢8=umu\ 3
[. )

0+=8mu.=w==538m\ —.:_ D ~.4.+~=_.

- up) ~ = —
- x{! 1 xp
U+=aooluav=.umu%
+ . .
D4 n s npm oo % [(xq) uis q + (xq) s0d »] ﬁhu.q'c.xo = xp (xq)s0d [xn] .._5._
4 R '
q +
D+ (7100 - 0] sty npn *..R () s00 4 = (s v _‘m,....lu_na...ﬂ xp (xq) wis (x0] nxo._.
4 # 0 o+ PR Rl [ = xp (Xq) 503 (A1) 50D —

[x(q + p))wis . [x(q — v)] ws

C-9

0+_=:S+=8w—mo_u=v=oow%

[
L= xp(xv)s 3
D + |n wis| 3oy = np n 300 s [Gxo) uts w0 + (x0) 502) 10 = xp (xw) 03 d|

..,_
. e N . ;
O + |n 800 Boj— = npn :5\ .A.«cevum_._lv + w.. xp(xn) ~a8.ﬁ m\
O+nus=npn mou\ . ?ls_ww.mp..._lv = xp (¥0) s03 (xv) :_m.—
f St
Q+308'u3‘:=_0-\ ~n¢m&nc
' (9 +0o) (9 — o)z
— = Xp(xq)s03(x s
D+ as@=np .»\ rxS + v)] 509 + [3(q = )] moL Xp (xq) 503 (x0) ul ‘_‘
(9 +o) (9 -me . :
O+ |n| 80f = Im 9 # v B v o)jus (g = YT xp (xq) uis (xn) EL.
(1- » v) o+ |—|+.w.m =np .:\ ((xv) s0d x» — (x1) wmis) w._m = xp (N0) wis .4_.
teu <
" T
(xvg) ws T xp (xu) .:_m.ﬁ
sdupsuonvay _5@,,:—
L7 R - IRy RIRIOMNT | « MASIOUER: AR AR
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TQGARAN CLTCAN
LRSS SIS TSI ESSESTALERES S ST

K

SN NOO0OOO a0 oD

# FROGRAM CLUTCAN *
¥ WRITTER BY! JOE DEVERUTO ¥
* 1% SEFTEMRER 1983 b

2k DK 3RO KO8 3D OF 0 KK S K KK 8K K K K F kK

THE FROGRAM CLUTCAN I5 AN INITIALIZATION AND
CHLLING PROGRAM THAT SIMULATES THE CLUTTER CAN-
CELLATION FPROBLEM, CLUTCAN CALLS THE SUBFROGRAM CLUT
TO CALCUALTE THE CLUTTER FOWER SFECTRAL DENSITY AS SEEN RY
A SFACERASED DOFPFLER RALDAR SYSTEM. CLWTCﬁV THEN CALLE THE
SURFROGRAM CANCEL, A PROGRAM WHICH SIMULATES THE VARIOUS
CANCELLATION SCHEMES, TO FILTER THE CLUTTER PSI THAT WAS
CALCUALTED BY CLUT,.CLUTCAN THEN CALLS THE SUBFROGRAM CLTATT
TO CALCULATE THE CLUTTER ATTERUATION FACTOR A8 A RESULT OF
THE CANCELLATION SCHEME SIMULATELD RY CANCEL.

CLUTCAN CALLS THE FOLLOWING SURFRUOGRAMS
CLUT
CANCEL
CLTATT

THE FOLLOWING VARIAELES ARE USED IN "CLUTCANT
INFUT RADIAR FARAMETERS
FREQ-RADAR OFERATING FREQUENCY (HZ)
FRF-FULSE REFETITION FREQUENCY (HZ)
TAU-FULBE WIDTH (SEC) ;
FT-FEAK FOWER TRANSMITTED FER QUSST (WATTS)
RURST-RBURST WIDTH (SEC)
EURFRF-BURST FRF (HZ)
LS~SYSTEM LOSSES
NT~-SYSTEM NOISE TEMFERATURE (DEGREES RELVIN)
CANT-INFUT TO CONTROL ANTENNA FUNCTION
1-COMFUTE ANTENNA GAIN
2-FIXED ANTENNA GAIN
GMAX-MAXTIMUM 1-WAY GAIN OF ANTENNA MAINEEAM (DE)
GMIN-MINIMUM 1-UWAY GAIN OF ANTENNA SIDELORES (DR
GLRK1-CONSTANT TG COMFUTE 1-WAY ANTENNA GAIN RETWEEN
ANGME AND ANGEL
GCRK2-CONETANT TO CONFUTE ANTENNA 1-WAY GAIN BETWEEN
ANGHME AND ANGSL
GCK3-ANGLE 2CALE FACTOR TO COMFUTE 1-WAY ANT. GAIN
CN-EXFONENT 7O COMPUTE ANTENNA 1-WAY GAIN EHETWEEN
ANGME AND ANGSL
ANGSL-RADIIAL ANGLE (DEG) REYONI' WHICH MIN SIDE-
I.ORE GAIN IS COMFUTED
CHME-ANTENNA ANGLE SCALE FACTOR FOR COMFUTING MAIN
BEAM GAIN
REL-ANTENNA ELEVATION REAMWIDTH (DEG)
BAZ-ANTENNA AZIMUTH BEAMWIDTH (LDEG)
D-ANTENNA DIAMETER (M)
ALPHA-SCAN RATE (TEG/SEC)
OUTFUT VARIAEBLES

OO0 O0N0O0000N OO OO0 oOoOO00N N0 OO0t

..........

o .
""""""




-~ |
- |
"s
o - - KiEaD-RADAR FOWER CONSTANT GIVEN FT,FPRF.EAZ.ALPHA (W)
M » IRFUT GEOMETRY FARAMETERS
{ C H-SATELLITE ALTITUDE (KM _

_ e ANTAZ-AZIMUTH ANGLE OF ANT. MATNREAM EKORESIGHT (DEG)
‘g Z DEFANG-DEFRESSION ANGLE OF MAINBEEAM RO CHT (DEG)
. . INFUT TARGET FARAMETERS

0 MT-TARGET VELOTITY (M/SEC)
- C RT-TARGET RANGE (KM
o c RCS-TARGET RADAR CROSS SECTION (M¥H)
. C
> C CLUTTER FARAMETERS
< C INFUT VARIAELES
: C CCLUT-INFUT TO CONTROL CLUTTER OFTION
- c 1-AS8UME GAUSSIAN CLUTTER SFECTRUM
] c 2-COMPUTE CLUTTER SFECTRUM
» C CTER-INFUT TO CONTROL TERRAIN TYFE
X C 1 -LANI
ﬁ c 2-SEA
k c 3-8NOW AND ICE
x c CSGFOF-INFUT TO CONTROL FDF OF SIGMA-O
N C 1-CONSTANT
. » 2-GAUSSIAN
2N C 3-LOG-NORMAL
S C OUTFUT VARIARLES
l d!r C CLTFSI(N)-ARRAY OF CLUTTER FSI VALUES
o c DELFR-FREQUENCY INTERVAL EBETWEEN FREQ SFECTRAL
3 C
- C CANCELLATION FARAMETERS
3 C INFUT VARIABLES
o © CONSCH-INFUT TO CONTROL CANCELLATION SCHEME
: » 1~-BARTLETT WEIGHTS
~ C 2-HANNING WEIGHTS
S C 3-HAMMING WEIGHTS
o € A-BELACKMAN WEIGHTS
.. C S5-BINDMIAL WEIGHTS
> C 6-IMFULSE REGFONSE
C 7-UNIFORM WEIGHTS
. C 8-BUTTERWORTH WEIGHTS
2 C N-NUMERER OF FPOINTS
3 C T-SAMFLING INTERVAL
A C TAF-NUMBER OF FILIER TAFRS
2 c OQUTFUT VARIAERLES
. C FLCPSO(N)-ARRAY OF FILTERED FSI COMFONENTS
- C FLMAG(N) ~ARKRAY OF FILTER MAG COEFFICIENTS
-~ C .
-
- C ATTENUATION FACTOR FARAMETERS
A c CTAT-CLUTTER ATTENUATION FACTOR
< c -
i C CLUTCAN FROGRAM VARIAERLES
NN C CTEST-INFUT TO CONTROL TEST UARIATION OF CLUTTER
s c CANCELLATION FROBLEM
~ C 1~-NO MORE TESTING
i C . 2-TEST WITH DIFFERENT CANCELLATION SCHEME
g D-3
5
g e e e e e e L e

...................
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Z-TEST WITH DIFFERENT CLUTTER

4-TEST WITH DIFFERENT CLUTTER A
CANCELLATION SCUEME

NATAHM-NANE OF FILE RESULTS WRITTEM TO

il o
PRl

FHTl

THE FOLLOWING CONSTANTES ARE USED BY THE SUBFRIGRAAS #RD
SUBRROUTINES CLUTCAN CaALLS DIRECTLY OF INLIRECTLY.

RE-EMFRTH RALIIUS (KM

GRAV-EARTH GRAVITATIONAL COMNSTANT (M SEC¥SEC:
CLGHT-VELOQDITY OF LIGHT (M/BEC)

BR-BOLTZMAN'S CONSTANT

DTR-DEGREES TO RAUIANS CONVERSION FACTOR
RTI-RADIANS TO DEGREES CONVERSION FACTOR

FI-FI

KMTNM~-NILOMETER TO NAUTICAL MILES CONVERCZIOW FACTOR
NMTRM-NAUTICAL MILES T KILOMETERS COWNVERESION FACTOR

ATECLARE AND INITIALIZE VARIARLESX
DIMENSION FLCFSD(1IS0),CLTFSO(150),FLHAG(LIS0) ,CMAGILE0?

FHMAG(1S50)

REAL FREQ.FT,LE,NT,GMAX,GMIN,GCKL,, GCRZ ,GCRE,REL y BAZ, Ity

ALFH®S yHy ANTAZ y BEFANG, VT, RT,RCE, T, CTAT, KRAD,,RE
GRAV s CLGHT yBR e TITRyRTDy P I y KMTNM y NMTRM,FLCFSTI,
CLTFSD,FLMAG,OELFQ,CN,yANGSL ,CHME,TAU,FRF s BEURST

INTEGER CANT,CCLUT,CTERCSGFIF CONSCHyN,CTEET+I+Jy

KyLyMyBURFRF, TAF

CHARACTER DATANMXA
COMMON RE,GRAV,CLGHT  BK,OTR,RTH, FI,KMTNM, NMTKM
LATA FREQ,FT,LS,NT,GMAX,GMIN,GCK1,GCK2,GCREREL BAZ, 11,

ne

ALFHA,H  ANTAZ, DEFANG, Y T+RT,RCS, T4CTAT,,KRAL s FRF » TAU,
DELFQ,BURST/26%0.,0/, I, s Kyl sM,CANT,CCLUT,CTER,
CSGFIOF ,CCNSCH,N,CTEST , BURFRF , TAF/14%0/

10 I=1,150,1

FLCPSD{(I)=0.0

CLTFSD(I =0.0

FLMAG(I)=0.0

CONTINUE

XSET VALUES OF CONSTANTS®

BT

=3,14159265

DTR=F1I/180
RTD=180/F1
CLGHT=2,997925E08

RE=

6378.388

GRAV=9.80665

EK=

1.38E-23

NMTKM=1,853
KMTNM=,5396

*INFUT DATA VALUESX

FRINTX, ' INFUT RADAR OFERATING FREQUENCY (HZ)~
READX, FREQ

FRINT*X, INFUT FULSE REFETITION FREQUENCY (HZ)~
READIX, FRF

PR R

u._h,..&p!xm N ¥ S
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Do

.
N
SAVRASS PRINT¥, INFUT FULSE WIDTH

NN REALE, TAU
b FEINTX, “INFUT FEAK BURET TRANSMITTED DOWER (WETT5) 7
{ REALK, FT
- PRINT®y  INFUT BURST WILTH (SEC) ¢
NN FEADK,BURST
i FRINTXy/INFUT BURST FPRF (HZ)’

)¢ REALK ; BURFRF

XY FRINTX, INFUT SYSTEM LOSSES (DEK)’

. REALK, LS
o FRINT®, INFUT SYSTEM NOISE TEMFERATURE (DEGREES KELVIND Y
-l REALX,NT
o FRINTX, “INFUT ANTENNA CONTROL FUNCTION (1-COMFUTE ANTENNA
T +GAIN, 2-FIXED ANTENNA GAIN)’

- READIK, CANT

FRINTX,  INFUT MAX 1-WAY GAIN 0OF ANTENNA MAINEEAM (DE)’

YO REALK , GMAX
N FRINTX, INFUT MIN 1-WAY GAIN OF ANTENNA SIDELOEES (DR)
\ READ%, GMIN
‘Aj FRINTX, INFUT CONSTANT TO COMFUTE ANTENNA 1-UWAY GAIN
R +(RATIO) BETWEEN MEANG ANDI SLANG'

o~ REALDK, GCK1
e FRINTY, “INFUT CONSTANT TO COMFUTE ANTENNA 1-WAY GAIN
< +(RATIO) RETWEEN MEANG AND SLANG'
&ﬁ' READK , GCK2
ol L FRINTX,  INFUT ANGLE SCALE FACTOR TO COMFUTE 1-UWAY
| Sjp +GAIN (DE) BETWEEN MEANG AND SLANG’
e\ READIX, GCK3 _
N - FRINTX, INFUT ANT,ANGLE SCALE FACTOR TO COMFUTE ME GAIN’
N REAI, CME :

o FRINTX,  INFUT EXFONENT TO COMFUTE ANT 1-WAY GAIN EETWEEN
S +ANGHME AND ANGEL’

% REALK, CN

A FRINTX,  INFUT RADIAL ANGLE REYOND' WHICH MIN SIDELOGEE GAIN
o +IS COMFUTED

ol REALIK, ANGSL.
e FRINTX,“ INFUT ANTENNA ELEVATION BEAMWINTH (LEG:’
o READIX, REL

; FRINTX, INFUT ANTENNA AZINMUTH REAMWILTH (LEG)
o READX, BAZ
e FRINT¥,  INFUT ANTENNA DIAMETER (M)
N READX, I

o FRINTK, “INFUT ANTENNA SCAN RATE (DEG/SEC)’

a REALIX, ALFHA

\re FRINT*, INFUT TARGET VELOCITY (H/SEC)’
o5 REALIK, VT

- FRINT*, INFUT RANGE TO TARGET (KM)’
e READK,RT
el FRINTX,’INFUT TARGET RADAR CROSS SECTION(DE)’

o : READI¥,RCS
1. el 30 PRINTX, INPUT SATELLITE ALTITUDE (KM)°

YN REALIX, H
o FRINTX,  INFUT AZ ANGLE OF ANTENNA KORESTGHT (DEG)’
AN READIX, ANTAZ
N FRINTX, - INFUT DEFRESSION ANGLE OF ANTENNA BORESIGHT (DEG)
N
:':':-. D-5
N N AN SR e A e g A e AN N T

o
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READK, IEFANG

ERINTHy “INFUT CLUTTER CALCULATION METHOL (1-a55URE GAUESTAN
+CLUTTER SFPECTRUM, 2-COMPUTE CLUTTER SFECTRUM)Y

REAIk, CCLUT

FRINTS, "INFUT TERRAIN TYPE (1-LAND, 2-5Ed, 3-SNOK & ICE)S
REAIE, CTER

FRINTX, " INFUT FIF OF SIGMA-0 (1-CONSTANT, Z~-GAUSSIAN,
+3-L0OG-NORMAL) ’

REAIE, CSGFDF

FRINTX, "INFUT CANCELLATION SCHEME {1-BARTLETT WEICHTS,
+2-HANNING WEIGHTS, 3-HAMMING WEIGHTS, 4-~BLACKMAN
+WEIGHTS, S—RINDMIAL WEIGHTS, &4-IMFULSE FUNCTION,
+7-UNIFORM WEIGHTS, B-BUTTERWORTH WEIGHTS)'
REATI% , CCNGCH

FRINTX, INFUT NUMBER OF SAMFLLE FOINTS’

REALN , N

FRINT¥, “INFUT SAMFLING INTERVAL (SEC)”

READX, T

FRINTX, INPUT NUMEER OF FILTER TAFS’

REAIK, TAF

FRINT*, "INFUT FILE NAME RESULTS ARE WRITTEN TO

READI (%,35)DATANM

FORMAT (AS)

OFEN(S,FILE=LATANM)

XCOMFUTE CLI'TTER FOWER SFECTRAL DENSITYX
CALL CLUT(FREQ,FRF,TAU,FT,LS,CANT,GMAX,GMIN,CN,ANGSL,CHE,
+ GCK1,6CR2,GCR3,REL,BAZ, T, ALFHA,H, ANTAZ DEFANG, CCLUT,

+ CTER,N,T,CSGFIF ,CLTFPSL, KRAD,DELFR,VT,RT , BURST, BURFRF)

CALL CANCEL(CONSCH,N,T,BURST,CLTFSL,FLCFSL,FLMAG, TAF)

¥CALCULATE ATTENUATION FACTORX
CALL CLTATT(CLTFSL,FLCFSD,N,CTAT)

KOUTFUT STATEMENTSX

WRITE(¥*,100)

ng 56 I=1 rNel

WRITEC(X,150)CLTFSI(I) ,FLCPSIC(I) ,FLMAG(I)

CONTINUE

SCL=CLTPS(1)

WRITE(X,1Z0)DELFQ,CTAT

FRINTX, “INFUT FILTER SCALE FACTOR’

REALX,FSCL

FRINTX, "NORMALIZED VALUES’

WRITE(%,100)

o 60 I=1,N,1
FLMAG(I)=FLMAG(I)/FSCL
CLTFSL(I)=CLTFSD(I)/SCL
FLCPSI(I)=FLCFSI{I) /(SCLXFSCL)
WRITE(X,150)CILLTFSI(I),FLCPSD(I),FLMAG(I)
WRITE(S,130)CLTFSN(I) ,FLCFSD(I),FLMAG(I)

CONTINUE

........
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J; ?f 160 FORMAT (SXA71LHCLUTTER FSDL, 10X, 20HF TLTERE T CLUTTES PED,

e + X, RAHFILTER TRANSFORM MAGHITUDRE. !

;” LIS FUORMAT O (TXS/ZIHFREQUENDY THTERVAaL = ,IZ17.10/7
{ + 2HHATTENUATION FACTOR {DE) = (EI7.10)

.:ﬁ LEL FORMAT (E17.10,4X,E17,10.,4X,517.107

.:j & FTEST DIFFERENT SENERIOX

vl FRINT®, “{"T0 TEST A DIFFERENT CASE INFUT®/"1-END TESTING'/
+ *2-TEST LIFFERENT CANCELLATION SCOHIME® /*3-TEST

- + DIFFERENT CLUTTER STATISTICE®/"4-TEST LIFFERENT

+ CLUTTER AND CANCELLATION SCHEME®) -
READIX,CTEST
IF (CTEST.EQR.1) THEN
GO TO 200
ELSE
IF (CTEST.EQ.2) THEN

A A.l‘l

ot .
XA

"y GO TO 40

7 ELEE

2 IF (CTEST.EQ.3) THEN
- GO TO 30

o ELSE

. B0 TO 20

< ENDI IF
- END IF
7~ : ENIN IF
S »

G?; 200 STOF
» END

*
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O . FLOWCHART FOR SUBPROGRAM CLUT

START

DECLARE AND INITIALIZE
VARIABLES

2 *INITIAL CALCULATIONS*
V =/ u/(R + H)
s

e
s RP =V COS(6 )COS(¢ )
s s AZ d

XXM

»

)
R A B

o Af =N T

: DW = 0 /o

-~ BA

339 A\ =c/f

o 2

a: K =P DWPRF A
. RAD T BUR

Y, 3
N - (4m L

e 8
e
\

25 )
5 CALL TGECSR SUBROUTINE TO

COMPUTE GRAZING ANGLE, EARTH
% CENTRAL ANGLE AND SLANT RANGE.

(METHOD 2
FOR CLUTTER
PSD
CALCULATION)

(METHOD 1
FOR CLUTTER
L PSD

5 CALCULATION)

S . .
Ch e gt w4 s w e g - - - LA R P - - . . -, L PR Y LR . T et et . -
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FLOWCHART FOR METHOD 1 CLUTTER PSD CALCULATION

«/\f21 o
Az

(.6/D)RV COSs¢ COSseo
s d

vl 0

T—> *BARLOW'S CONSTANT*

A = 1.5E16

A = 2.3E17

' '

o‘=f/\/_2A

i - .
2 2 2 2
o =0 +0 +
c i P s

CALL SIGMAO TO DETERMINE o
CALL CLTARA TO COMPUTE CLUTTER AREA

2,
K = K G oA
CLTPW RAD C
4
R
S

T—» C =K
PSD CLTPW

2

EXP[-(Iaf) /20" 1

2

c

RETURN
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'% RS FLOWCHART FOR METHOD 2 CLUTTER PSD CALCULATION

l“‘
Ya%a’s

s -

.,_ ‘
AN s
ye.n'l L]

. R=cT/ 2

: BW = c / 2R

> !

- K =R /R

RMAX H

» K = (2V/\) COSO/PRF + 4

Y DMAX
2

- ]

' *SEQUENCE THROUGH ALL ISODOPS*

»

e F

VIR KD < RETU

M w K F ’ RN
oy s - D

o - .

v T

)

"2

CV = (((KD-1)PRF + .5BW)\)/2V

e R s

=
x CV = (((ED-1)PRF) \)/2V
e M s
'\-'

CV = (((KD-1)PRF - .5BW) \)/2V

~ L S

X

:ﬁ *FIND MINIMUM RANGE TO ISODOP CENTER*

-2 CALL TGECSR TO COMPUTE GRAZING ANGLE,
~y EARTH CENTRAL ANGLE, AND SLANT RANGE
% *FIND MINIMUM RANGE TO ISODOP MINIMUM*
- CALL TGECSR TO COMPUTE GRAZING ANGLE,
N EARTH CENTRAL ANGLE, AND SLANT RANGE
o o

o
v

”
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*SEQUENCE THROUGH ALL ISORANGE FOR ISODOP¥*

COMPUTE ANGLES AND RANGE TO
CENTER OF CLUTTER PATCH

*COMPUTE ANTENNA GAIN*
CALL ANTGN

COMPUTE AREA OF ISODOP-ISORANGE
CLUTTER CELL

'

*COMPUTE CLUTTER POWER* .
CALL SIGMA TO COMPUTE o*°

K =K o A
CLTPW _RAD ¢
2

R
S

2
CPSD(KD) = (K G ) + CPSD
CLTPW

(KD)

eyt
.......
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OO0 O000NOONO0O0O0OO00O000O0000cO00 000000000 ONome

TMANE, GMINE,ONE,ANCELS, THEE G
DS ALFHAB HE,ANTAZS  IFANES, COLLUITE,
CRGRLE, CLTFEE,, KRADG, DELFES, VTS, R
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* SUBFROGRAM CLUT X
* WRITTEN RY:JDE DEVENUTO X
# S SEPTEMBER 1983 ¥

O A OKON K K KK K 30 3K KKK SKCHOK AR K R KKK

THE SUEBFROGRAM CLUT CALCULATES THE FOWER SPEC-
TRAL DENSITY AS SEEN RY A SFACE-EASED DOFFLER RADGR
SYSTEM GIVEN THE RADAR SYSTEM FPARAMETERS AND THE
VIEWING GEOHETRY FARAMETERS. THIES SURFROGRAM
CALCULATES THE CLUTTER FSDIN BY EITHER ASEUMING A
SFPECIFIED CLUTTER FSD FIF OR RY SUMMING THE DIS-
TRIRUTED CLUTTER RETURNES FORM AMBIGUOUS RANGE EBINS

LONG A GIVEN UNAMEBIGUOUS DOFPFLER (ISQLHOFP). SUEBR-
FROGRAM CLUT RETURNS 70 CLTCAN THE CLUTTER FOWER
FOR THE ANALOG FREGUENCY AXIS.

CLUT CALLS THE FOLLOWING SUGROUTINES
CLTARA~CALCULATES THE AREA OF CLUTTER
ANTGN~-CALCULATES THE ANTENNA GAIN
SIGMAD-CALCULATES THE SIGMA-0 VALUE
TGECSR-CALCULATES THE GRAZING ANGLE,EARTH

CENTRAL ANGLE ANIY SLANT RANGE '

THE FOLLOWING VARIARLES ARE USED IN "CLUT®
INFUT VARIAEBLES

FREQS-RALAR OFERATING FREQUENCY (HZ)

FRFS~-FULSE REFETITION FREQUENCY (HZ)

TAUS-FULSE WIDTH (SEC)

FTS-FEAK FOWER TRANSMITTED FER FULSE (WATTS)

LSS~SYSTEM LOGSES

CANTS~INFUT TO CONTROL ANTENNA FUNCTION

GMAXS=MAX 1-WAY GAIN OF ANTENNA MAINEBEAM (DEG)

GMINS-MIN 1-WAY GAIN OF ANTENNA SIDELORES (DEG)

GCK1S,GCR28,GCR3S-ANTENNA CONSTANTS

CMES~-ANTENNA ANGLE SCALE FACTOR FOR COMPUTING MAIN
BEAM GAIN

CNS-EXFONENT TO COMFUTE ANTENNA 1-WAY GAIN RETWEEN
ANGME AND ANGSL

ANGSLS-RADIAL ANGLE (DEG) REYOND WHICH MIN SILE-
LOBE GAIN IS COMFUTED

BELS-ANTENNA ELEVATION BREAMWIDTH (DEG)

BAZS~-ANTENNA AZIMUTH BEAMWIDTH (DEG)

DIS-ANTENNA DIAMETER

ALFHAS-SCAN RATE (DEG/SEC)

VTS~-TARGET VELOCITY (M/SEC)
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L
N - RTS-RANGE TO TARGET (KM)
N £ HS~SATELLITE ALTITULE (KM}
M o ANTAZS-AZIMUTH ANGLE OF ANTENNA HAINEEAM (DEG:
C UFANGS-DEFRESSION ANGLE OF MALINBEAM EORESTGHT (DEG)
Q C CCLUTS-INFUT TO CONTROL CLUTTER COMPUTATION OFTION
N C CTERS-INFUT TO CONTROL TERRAIN TYFE
3 c CSGFIS~INFUT TO CONTROL FIF OF SIGMA-D
B c EURSS~BURST WINTH (SEC)
c BURFES-BURST FRF (HZ)
c QUTFUT VARIARLES
N C CLTFSS(N)~ARRAY OF CLUTTER FSI VALUES
\ c KRADS-RADAR FOWER CONSTANT GIVEN FT,FRF,EAZ,ALFHACW)
3 c IELFRS-FREQUENCY INTERVAL EBETWEEN FREG SFECTRA
c SUBRFROGRAM VARIAEBLES
C DW-DWELL TIME
c VS-VELOCITY OF SATELLITE
3 C ARACLT-AREA OF CLUTTER
1 c THETAG-GRAZING ANGLE
b] C GN1~-ANTENNA GAIN WRT CLUTTER FATCH IN 187 GUAD (DE)
- C GN2-ANTENNA GAIN WRT CLUTTER FATCH IN 2NI' QUALI (IIR)
; c GN3-ANTENNA GAIN WRT CLUTTER FATCH IN 3RD QUAL (DR)
. £ GNA-ANTENNA GAIN WRT CLUTTER FATCH IN 4TH QUAD (DE)
X C RFV-RADIAL FLATFORM VELOCITY
9 C LAMDA~WAVELENGTH
- » ECANG-EARTH CENTRAL ANGLE
> c RS-SLANT RANGE
: O c LSNDE-SYSTEM LOSSES NOT IN DR
C RCSNDE-RCS NOT IN DR .
y T GMXNDE-1-WAY MAX ANTENNA GAIN NOT IN DE
2 c GMNNDE-1-WAY MIN ANTENNA GAIN NOT IN DE
. c STISCN-CLUTTER SFREAD DUE TO SCANNING
C STHFTM-CLUTTER SFREAD DIUE TO FLATFORM MOTION
c STDIM-CLUTTER SFREAD DUE TO INTERNAL MOTION
‘ C KCLTVAR-TOTAL CLUTTER SFREAID
: c KCLTFW-CLUTTER FOWER CGNSTANT
- C A-EARLOW’S INTERNAL MOTION CONSTANT
. c SIGMA-CLUTTER SIGMA-0 VALUE
N C ANG-ANGLE (DEG)
* C DELR-DELTA RANGE
v . C FT-TARGET DOFFLER FREQUENCY (HZ?
. c EWF-FILTER EANDWIDTH (HZ)
» c NAHOR-NADIR ANGLE TO HORIZON (DIEG)
- C DEFHOR-DEFRESSION ANGLE TO HORIZON (DEG)
" » ECAHOR-EARTH CENTRAL ANGLE TO HORIZON (DEG)
- C RSHOR-SLANT RANGE TO HORIZON (KM)
e C KD~LOOF VARIAELE FOR ISOLOFS
N c KR-LOOF VARIAELE FOR ISORANGE
[a c KRMAX-CONTROL FOR MAXIMUM ISORANGES
2 c KDIMAX-CONTROL FOR MAXIMUM ISOLOFS
3 c - CVR-RIGHT CLUTTER DOFFLER LINE
]~ C CUM-MIDOLE CLUTTER DOFFLER LINE
S C CVL-LEFT CLUTTER DOFFLER LINE
§ c CAANG-CLUTTER AZIMUTH ANGLE TO CENTER OF CLUTTER FATCH
| C CNANG-NALIF ANGLE TO CENTER OF CLUTTER FATCH (DEG)
{ c - KRMIN-CONTROL FOR MINIMUM ISORANGE
L 4
N D-13
-
.'~
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" -3ﬁ C RMIND-MINIMUM RANGE TO IS0DOF (KM:
3 ’ - AMIKDN-MINIFUM RANGE TO MINIMUM ISODOF (KM?
P £ CLEFA-LEFRESSION ANGLE TO CENTER OF CLUTTER FATCH
< RG-GROUND RARGE OF CLUTTER FATCH (KM
{: C REF-SLANT RANGE TO FAR EIGE OF CLT FPATCH (KH)
K. c REN-SLANT RANGE TO NEAR ERGE OF CLT FATCH KM)
f o NAF-NATIIR ANGLE TO FAR EDGE OF CLT FATCH (DEGS
ot c NAN-NADIR ANGLE TO NEAR EDGE OF CLT FATCH (DEG)
C DEFPRF-DEFRESEION ANGLE TO FAR ELGE OF CLY FATCH (DEG)
- o DEFEN-DEFRESSION ANGLE 70 NEAR EDCGE OF CLT FATCH (DEG)
- C ECANGF-EARTH CENTRAL ANG TO FAR EDGE OF CLT FPATCH(IEG)
3 c ECANGN-EARTH CENTRAL ANG TO NEAR EDIGE OF CLT FATCH(DEG)
" C AANGFL-AZIMUTH ANG OF FAR LEFT ELGE OF CLT PATCH (DEG)
. C AANGFR-AZIMUTH ANG OF FAR RIGHT EDGE 0OF CLT FATCH(DEG)
C AANGNL-AZIMUTH ANG OF NEAR LEFT EIGE OF CLT FATCH(LEG)
C AANGNR-AZIMUTH ANG OF NEAR RIGHT EDGE OF CLT FATCH(DEG)
‘z C EF-LENGTH OF FAR EDGE OF CLUTTER FATCH (KM)
4 c EN-LENGTH OF NEAR EDIGE OF CLUTTER FATCH (KM)
Y r
c
c ¥DECLARE AND INITIALIZE VARIARLESX
3 DIMENSION CLTFS5(150)
e REAL FREQS,FTS,LE8,6GMAXS,GMINS,RELS,BAZS,DE,ALFHAS,
f: HS,ANTAZS y DFANGS,CLTFSS,,KRADS, DELFQRS,GCK1S,
- GEK28,GCR3S, W, VS, ARACLT , THETAG,yGN1 ,GN2,GN3,GN4,

STOSCN,STHFTH,STHIM,KCLTFW,A,CLTVAR,SIGMA, TAUS,FRFS,
RURSS -
N REAL ANG,UELR.FT,EWF,NAHOR, EFHOR,ECAHCGR,RSHOR,
+ CUR,CUM,CVL , CAANG, CNANG, CLEFA, RMINL, RMININ,
+ RG,RSF, RSN, NAF , NANy DEFRF , DEFRN, ECANGF ,ECANGN,
o + AANGFL » AANGF Ry AANGNL » AANGNR » BEF , BN, CNS, ANGEL S, CHMEBS
+

+
4
+ RFV, LAMDA, ECANG, RS, GMXNDE , GMNNIR, LSNDE, RCSNDER,
+4
+

INTEGER CANTS,CCLUTS,CTERS,CSGFIS,IyJdyl.,
RURFRS, KDy KRy KRMAX , KOMAX , KRMIN

j COMMON RE,GRAV,CLGHT yBK UTRyRTD,FI, KMTNM, NMTKM
1=0

h} J=0

9 L=0

‘ N0 205 I=1,150 1

- CLTFSS(I)=0,

N 20%  CONTINUE

- C

- c :

A C XINITIAL CALCULATIONSX

. C XCOMFUTE FLATFORM RADIAL VELOCITYX

2 VS=SART(3.986012E05/ (HS+RE))

oy RFV=VUSX(COS(ANTAZSXITR) )X (COS(DFANGSXITR))

% C XCO PUTE FREG SAMFLING RATEX

3 " _-Q5=FRFS/NS

h-t c XLOMFUTE RADAR FOWER CONSTANTX

1 o LSNIE=10,X¥(LSSX,.1)

AL IW=RAZS/ALFHAS

by C LAMDA=CLGHT/FREQS

)y KRAIS= (FTSXIWKRURFRSXLAMOAXLAMDA)

o +  /CCCAXFIIRXI)IXLSNOE)

: D=14
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DR r ¥COMPUTE SLANT RANGEX
- Coieie TOECSBROHE DFANGS,, THETAG,ECANG y RS )
- C
. #NETERMINE METHOD OF CLUTTER FSIN CALCULATIONK
IF (CCLUTS LER. 2) GO TO 25¢ '
" £
- " XCOMFUTE CLUTTER FSIN VIf GAUSSIAN SEECTRUMX
. C ¥COMPUTE CLUTTER SPREADX
STOSON=ALFHASS ( {2XX.S)KFIKEAZS)
STDFTH=(  &6/708) RVUEXCOS(DFANGSKITR)YX1000
X + XSIN(ANTAZSXIITR)
. IF (CTERS .EQ. 2) THEN
- A=1,.5E16
2 ELLSE
® A=2,3EL7
] END IF
. STOIM=FREQS/{ (2XA)¥X,5)
. CLTVAR= (STOSCNX¥2) +(STOFTMYXX2) + (STOIMK%X2)
) C
" = XCOMFUTE CLUTTER FSIX
4 GMXNDE=10.%%X (GMAXSX.1)
" CaLL SIGMAO(THETAG,CTERS,CSGFIS,SIGMA)
- SIGMA=10. XX(SIGMAX.1)
» CalLL CLTARA(HS,RAZS,RELS, THETAG,RS,ARACLT)
= KCLTPW=(KRADSXGMXNIBXGMXNIEXARACLTXSIGMAX1EQS) /
S +  ((RS¥1000)%%4)
U I0 210 I=0,NS-1,1
. ARG={ (IXTIELFAS) X%2) / {2XCLTVAR)
. IF {(ARG.GT.250.) THEN )
X CLTESS(I+1) = 0.0 -
- GO TO 210
END' IF
CLTFSS(I+1)=RKCLTFUX(EXF(-ARG))
o 210 CONTINUE
X GG TO 290
y C
- C XINITIAL CALCULATIONS FOR CLUTTER FSD METHOD 2%
3 280 LELR=CLGHT*TAUS/(1000%2.)
BWF=1/(2.XRT5%1000/CLGHT)
- C
N c ¥FIND GEOMETRY AT HORIZONX
K-, NAHOR=RTHXASIN(RE/ (RE+HS))
» ECAHOR=90 , ~NAHOR
Ky FSHOR=(RE+HS) XSIN(DOTR¥ECAHOR)
\ KRMAX=RSHOR/LELR
- KIMAX=(¢ ( (2. XVSX1000/LAMDA ) XCO5 (ECAHORXLTR) Y ) /FRFS + 1
.‘- C
2 I=1
X C
. c - ¥SEQUENCE THRU ALL ISONOFSX
7 o 00 270 Kbi=1,KIIMAX,1
NG CVR=( ((KDI=1)XFRFS+ . SXRWF ) XLAMIA) /(2. XUSX1000)
CUM=( ((KDI-1)¥FRFSIXLAMDA) / (2, XV5%1000)
CUL=C( ((KD—-1)XFRFS~.SkRWFIXLAMIA) / (2, %¥US%1000)
C .
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KEIND MIN RANGE OF ISOLOF CENTER®
CHIEA=RTHAATIS (CUM)

L TRECER (RS, CHERA, THETALBJEUANG RS
MIN={(RE-HEALELR + 1

EpIND=HES (REMIN-1 ) XKDELR

HFFIND MIN RANGE OF ISODOF MINX
CHEFA=RTIXACOS (CVL)

IF (CDOEFA.GT.20.) CLERFA=%0.0

Chici TOECER{HE,,CDEFA, THETAG ECANG y RMINDN
IF (RMINDN LT. HE) RMINDN=HE

SEQUENCE THRU ALL ISORANGES FOR PARTICULAR IZCOLOFX

N0 2580 KR=KRMIN,KRMAX,1

RE=HE+ (KR-1)XDIELR+RTS

CNANG=RTIXACOS (( (HS+RE) X {HS+RE) +RSXRS-REXRE) /(2. ¥ (HS+RE)
+ xRS '

ECANG=RTIXACOS ( ({HS+RE) ¥ (HS+RE)+REXRE-RS¥RE) 7 (2. % {HS+RE)
+ *RED)

THETAG=920,~CNANG~-ECANG

RG=ECANGXDTRXRE

COEFA=90,-CNANG

Call ANGC(CVM,CLEFA,CAANG)

XCOMFUTE ANTENNA GAINX

Cal.l. ANTGN(CANTS,CAANG,CIIEFA, GMAXS,GHMINSG,
+ GCK18,6CK28,6CK35,CNS,CMES,RELS, ANGSLE, ANTAZE, IFANGS,
+ GN1,GN2,6N3,GN4)

GN1=10,%%(.1%XGN1)

GN2=10.%XX%X( . 1XGN2)

GHNE=10,%K (. 1XGN3)

ONA4A=10 . %X (. 1XGN4)

*FIND GEOMETRY OF 4 TRAFPEZOID CORNERSX
¥FINDD GEOMETRY OF FURTHER CORNERS®
REF=RS+ . SXDELR ’

IF¥ {RSF.GT.REHOR) REF=RSHOR

Chi.L ANAD(HS,RSF ,NAF)

HEFRF=90.,-NAF

CAi.l. TGECSR{HS,DEFRF,ANG,ECANGF ,RSF)
CaLl. ANGC{CVR,DEFRF,AANGFR)

CaLl ANGC(CVL,DERRF yAANGFIL)

IF (AANGFR.GT.90.) AANGFR=90.0

IF (AANGFR.LT.0.) AANGFR=0.0

IF (AANGFL.GT.920.,) AANGFL=90.0

IF (AANGFL.LT.0.0) AANGFL=0,0

XFIND GEOMETRY OF NEAR CORNERSX
RSN=R5~-.SXDELR

IF(RSN.LT.RMINDN) RSN=RMININ

CALL ANAD(HS,RSN,NAN)

DEFRN=90 ., ~NAN

CALL TGECSR(HS,DEFRN,ANG,ECANGN,RSN)
CALL ANGC(CVR,DEFRN,AANGNR)

CALL ANGC(CVL,DEFRN,AANGNL)

D-16
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R IF(AANGNR . GT.20.0) AANGNR=90.0
IFCAANGHR . LT 0.0)  AANI =0, 0
TFUAANGNL . GT 20.0) AANENL=9C.0
TEOAANGHNL LT Q.0 AANGHNL=0.0

- ¥COMPUTE AREA OF CLUTTER FATCHX
BF={AANGFL-AANGFRIXITR¥EREXSINCDTR¥ECANGF )
BN=(AANGFL-AANGFR) ¥DTRAREXSIN(DTRSECANGH )

ARACL T=(ECANGF-ECANGNY ¥DTRXREX . e (BF +EN)

CALL SIGHMAGITHETAG,CTERES,CBGFIS,SI0HA:
SIGMA=10 . XX {8IGHAX.1)
RCLTFW=(KRAISXSIGMAXARACLTX1,E06) /{ (RSX1000)%%x4)
CLTPSS(IN=CLTPSS(II+RCLTPUX{GN1XGN1 + GNIZXGHN2Z +
+ GN3IXGNZ + GNAXGN4)

2480 CONTINUE
I=I+1

270 CONTINUE

220 RETURN
END
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¢ * SUBROUTINE SIGMA-C *
* WRITTEN HYIJDE DEVENUTE ¥
* 7 OCTOBER 1983 *
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THE SUEROUTINE SIGHMA-0 CLOULATES THE SIGHA-0G VALUES
GIVEN THE TERRAIN TYFE,FDF OF SIGMA-0, ANL GRAZING
ANGLE TO CENTER OF CLUTTER FATCH.

SIGMAD CALLS THE FOLLOWING IMSL SURROUTINES

GONML
GGNL.G
- AY
:f THE FOLLOWING VARIABRLES ARE UGED IN *SIGHAG"
- INFUT VARIARLES
w CTERSS-INFUT TO CONTROL TERFRAIN TYFE

TI OO0 O0O0 00 O

CECGFSS-INFUT TO CONTROL 5IGMA-0S FIF
THETA-GRAZING ANGLE 70O CENTER OF CLUTTER FATCH
QUTFUT VARIARLES
SIGMAS-YALUE OF SIGMA-Q (DER)
SURRQUTIKNE VARIARLES
SURS(N)-SUBROUTINE VALUE OF SIGMA, TERRAIN DEF
G{N)~-ARRAY CONTAINING CGROUNL SIGMA-0 VALUES
S{N)>—-ARRAY CONTAINING SEA SIGMO VALUES
SAI(N)-ARRAY CONTAINING SNOW ANL ICE' SIGMA VALUES
ANGG (N)-ARRAY OF GRAZING ANGLES ‘
NUMFT~-NUMBER OF SIGMA-0 DATA FOINTS
DSEED~INFUT VARIABLE TO GAUSSIAN LIVIATE GENERATOR
DSIG(NY DELTA TO SIGMA DUE TOQ FDF r

I
C
TOOOOOnD O M

NR-NUMEBER OF DIVIATES TO EE GENERATEID
STO-STANDARD DEVIATION OF SIGMA
I-LOOF VARIAKLES

QYCOYC Ty

XDECLARE AND INITIALIZE VARIAERLESX

DIMENSION G(30),5(50),8AI(50).,DSIG(I) 4ANGG(S0) ,SURE (50D
REAL THETA,SIGMAS,6,S5,SAT,IEIG.STH,ANGEG

INTEGER CTERSS,CSGFES,NUMFT,NR, I

DOURLE FRECISION IISEED

C XSIGMAS VALUES GIVEN THETAX
LATA G/-22,5,-20.5,-19.,5,-18.0,-17.5,-17.5,-17.0,
+ -16.0,—15.0,-—14.5,-12.5,-—10.0,—8.0;—6.5,
+ "405;“2051'05;105p205y31*000/
I’ﬁTﬁ S/—45009"41 .0,-'38.0,-35.5;—33.5,-32.0,
+ "30007-28o07"'26001"2300,"2000,
+ _18007-15059"12‘5,‘1100)’300yoSy
: + 6¢5,13.,0,31%0.0/
- l’lﬁTﬁ Sﬁl/‘31009"29009'28001'2600)“2505)"23t0p
' + "22051"20001-18o57"1705y-15007'1405y
+ "'12051"1005,"805,"605,‘500;’4o01"205y31*000/
[ATA ANGG/0:0,5.0,10.0,15.0,20.,0,2%.0,30.0,

PR
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AL
:24‘
EO & + 35.0.,40.0,45.0,50.0,55.0.40.0,45.0,
o~ : OV, PR LGB0 D BE LD, 8L, 0, ILH0, 0
= MUME "= 1 5
{ g
o > XCONSTEHATN THETA T8 LIMITS 2F 0 & 90 LEGRFTI#
X IF (THETA .GT.90) THEN
o THETA=50.0
~ END IF
IF (THETA L. 0 THEN
. THETA=0.0
- END' IF
- Iy
N C XDETERMINE SIGMAS FOR TERRAIM TYFEX
o IF (CTER5S +EQ. 1) THEN
' D0 300 I=1,NUMFT,1
. SURS(I»=G(I)
. 300 CONTINUE
. ELSE
- IF (CTERSE .EG. 2) THEN
o 00 310 I=1,NUMPT,1
- SUBRS(IY=8(1)
n 310 CONTINUE
e ELSE
G 0O 320 I=1,NUMFT,1
v SUBS(I)=SAI(I)
. 320 CONTINUE
‘ GS’ ENDI IF
P~ END IF
Dy L _
" C ¥LOCATE SIGMAS VALUE WITHIN ARRAY DF VALUESX
o 0 330 I=2,NUMFT,1
i~ IF (THETA LT.ANGG(I)) GO TO 340
330 CONTINUE
" 340 IF (ANGG(I-1) .EQ. ANGG(I)) THEN
:: SIGMAS = SURS(I)D
o GO TO 350
St ENLI IF -
£ C
t *¥[10 2 POINT LINEAR INTERFOLATION OF SIGMASK
-, SIGMAS=SURS(I-1)+(SURS{(I~1)~-SURS(I) )X
o + (THETA-ANGG(I-1))/ (ANGG(I)~ANGG(TI-11)
- C
o ¢ ¥COMFUTE SIGMAS-0 DELTA DUE TO FIFX
N 150 IF (CSGFSS JEQ.1) THEN

n8IG(1)Y=0.0

1y
~ GO TO 340
o ENDI IF
:; NR=1
e NSEED=123457.000
4 : IF (CSGFSS +EQ.2) THEN
ot CALL GGNML (DSEED,NR,[SIG)
N ELSE
o~ STh=1
2% XM=SI1GMAS
s - CALL GGNLG(LISEED,NR,XM+53,0SIG)
-, D=19
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> SURKROUTINE TGECSR{HSS,IEFAG, THETAS £ ANCE, BEC)
e e »4x*a**w»x*»»»»»«»***x*V*x*»**»xx4»
< r ¥ SUERCOUT I HNE TGECSE *
D C % WRiTTCN BEY: JOE DEVERUTO ¥
- » ¥ T OOCTOYTR 1983 %
o S8 3K oK 3K KKK 583K 0K KK KKK 3K K K KK o 3K 3K K KK oK 3
) C
- ¢ THE SURRGUTINE TGECSR COMFPUTES THE GRAZING ANGLE
" AND THE CORRESEFONDING EARTH CENTRAL ARGLE AND THE
! C SLANT RANGE GIVEN THE ALTITUDE (KM) AWD THE DEFRESSION
. C ANGLE .
.. C
- C THE FOLLOWING VARIARLES ARE USED IN "TGECER®
o e INFUT VARIABLES
C HSS-ALTITUDE OF FLATFORM (KM)
A » DEFAG-DEFRESSION ANGLE (DEG)
» C OUTFUT WARIABLES
N C ECANGS-EARTH CENTRAL ANGLE (DEG)
C THETAS-GRAZING ANGLE (DEG)
s c RES-SLANT RANGE (KM)
9 c SURROUTINE UARIARLES
= C NANG-NADIIR ANGLE
¢ C ARG-ARGUMENT
‘ C DECLLARE AND INITIALIZE VARIAERLES
. REAL HSS,DEFAG,ECANGS, THETAS,RSS,NANG
@ COMMON RE,GRAY,CLGHT yBK,ITR,yRTD,FIKMTNM,NMTKM
. C
: € XCOMFUTE THETAGX i
A NANG=90, 0-LEFAG -
5 ARG=(SIN(ITRENANG) X (RE+HES) /RE)
% IF (AES(ARG).GT.1.0) THEN
ARG= ARG~1.0
" THETAS=ASIN (ARG YXRTD
N GO TO 294
. END IF
D THETAS= 90.0 - ASIN(ARGIXKTD
: C
C XCOMFUTE EARTH CENTRAL ANGLEX
A 394 ECANGS=90.0~NANG-THETAS
“~ i
N C KCOMPUTE SLANT RANGEX
-, IF (NANG.ER.O.) THEN
: RGS=HSS
: GO TO 399
. ENDI IF
. RSS=REXSIN(ECANGSXITR) /SIN(NANGXDITR)
o) '
- 399  RETURN
. END
Hery
K
’ 4
.’ rl
»
i
v D=21
.
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SUBROUTINE ANTGN X
¥ WRITTEN RBY! C.R.RISER ¥
X MODIFIED EY?! J0E DEVENUTYD X
* 10 SEFPTEMRER 1983 *
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THE SUBROUTINE ANTGN COMFUTES THE 1-WAY ANTENNA CGAIN
TO THE CENTEF OF CLUTTER FATCHES IN 4 RBUALRANTS ON THE
EARTH LODKING DOWNWARD FROM A SBR SYSTEM. CLUTTER FATCHES
ARE ASSUMED TO EE SYMMETRICAL WITH THOSE IN THE 187 QUAD-
RANT. THE ANTENNA GAIN IS5 ASSUMED TO BE CIRCULAF, BEING
FORMED BY A FUNCTION OF REVOLUTION. THE ANTEMNA GAIN
IS COMFUTED FROM 1 OF 4 DIFFERENT FUNCTIONS DEFENDING ON
THE RADIAL ANGLE FRDOM THE MAIN REAM RORESIGHT.

THE FOLLOWING VARIARLES ARE USED IN “ANTGN"
INFUT VARIABLES
CANTSS-INFUT TO CONTROL ANTENNA FUNCTION
AZCTS-AZIMUTH ANGLE TO CENTER OF CLUTTER FATCH (DEG)
REFCTS-DEFRESSION ANGLE TO CENTER OF CLUTTER FATCH
GMAXSS-MAX 1-WAY GAIN OF ANTENNA MAINREAM (DR)
GMINSS-MIN 1-WAY GAIN OF ANTENNA CIUELWBEC (DED
GCK18S-
GCK2SS-CONSTANT TO COMFUTE 1-WAY GMIN RETWEEN ME & SL
GCRKISE-ANGLE SCALE FACTOR TO COMFUTE 1-WAY GAIN
EETWEEN ME ANIY SL
BELSS-ANTENNA ELEVATION REAMWIDTH (DEG)
CNSS~-EXFONENT TO COMFUTE ANTENNA 1-UWAY GAIN BETWEEN
ANGME AND ANGSL
CMBSS-ANTENNA ANGLE SCALE FACTOR FOR COMFUTING
MAINEBEAM GAIN
ANGSL. S-RADIAL ANGLE FROM BORESIGHT REYOND WHICH
SIDELORE MAIN IS COMFUTELD
ANAZAS-AZIMUTH ANGLE OF ANT. MAINEEAM RORESIGHT (LEG)
DEFAS-TIEFRESSTION ANGILE OF MAINBEAM RORESIGHT (DEG)
OUTFUT VARIAERLES
GN1S8-1-UWaY GAIN OF ANTENNA IN 18T QUADRANT
GN2S-1-WAY GAIN OF ANTENNA IN 2NI' QUADRANT
GN3S~1-UWAY GAIN OF ANTENNA IN 3RD QUADRANT
GN4S-1-WAY GAIN OF ANTENNA IN 4TH QUADRANT
FROGRAM VARIARLES
ARGL-ARGUMENT IN 18T QUADRANT
ARG2-ARGUMENT IN 2ND QUADRANT
ARG3I-ARGUMENT IN 3RD QUADNIRANT
ARG4A-ARGUMENT IN 4TH QUADRANT
ANG-ANGLE

¥[NECLARE VARIAELESX
REAL AZCTS,LEFCTS,GMAXS55,GMINSS,5CK188,GCK288, GCK3




[ I I w I i

G’ C&?-,O'E-

3030

2430

.,i,.

+

+ COSCUTRXDEFAS)XCOS(OTR* (180, -AZCTS-ANAZS) )

e

BELSG, UNES « CHMEEE, ANCELE,ANAZS  IEFAS GHLD L D5

Sy EraSyARTL, ﬁhGQ;“LG:,ﬁRGayﬁNL
SHTEGER CANTES |
COMMON RE. CRH«yCLGHT,EK;ﬁTHyRTU,PlyLﬁTNﬁ-NWTHf

¥CHECK GAIN CALCULATION METHCDN®
IF (CANTSS.ER.2) THEN
GN1S=GMINGE

CA“Cw,Fflbﬁ

GNIS=GMINEGG

GNAS=0GMINES

GO TO 4935

END IF

¥COMFUTE ANTENNA GAINX

¥COMFUTE ANGLE BETWEEN MAINREAM BORESIGHT AND 187 QUADRANT
CLUTTER FATCH CENTERX

ARGI=SIN(OTRADEFCTS) ¥SIN{DTRXDEFAS)+COS(OTRXNEFCTS ) X

COSIDTRXDEFAS)XCOSCDTRYX (AZCTS-ANAZS)Y)

IF (ARS{(ARG1).6T.1.0) THEN
ANG=90.0
GO TOQ 40%

EWD IF

ANG=RTIkACOS (ARG1)

XFIND ANGLE SECTOR FOR FIRST RANIAL ANGLE AND COMFUTE
ANTENNA GAINX
IF (ANG.LT.1,0E-3) GO TO 410
IF (ANG.LT.BELLSS) GO TO 4195
IF (ANG.LT.ANGELS) THEN
GO TG 420
ELSE
GO TO 425
END IF
GN15=GMAXSS
GO TG 430
GN1S=(COS(DTRXCMBSSXANG) ) XX2.5
GN15=10,%AL0OGI0O(GN1E)
GN1S=0GN1S+GMAXES
GO 7O 430
GN1S=GCKIBG+GCR2S8/ (L (BIN(NTRAGCKISSKANG ) Y KXKONGE Y
ON19=10.¥ALOGI0{GR1G)
GO TO 430
GN1S=GMINEGS

XCOMFUTE ANGE BETWEEN MAINEBEAM BORESIGHT AND
CLUTTER FATCH CENTER IN 2NII QUADRANTX
ARG2=SIN(DTRRIEFCTS)XSIN(DTRXUEFAS)+COS(DTRYXDEFCTS ) ¥

IF (ABS{ARGZ).G6T.1. 0) THEN
ANG=180.,
GO TO 435

END IF

ANG=RTI¥ACOE {ARG)
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FOR ZNT RALIAL ANGLE AND TOMFUTE

GOT0 440
Y GO TG 44%
) THEN

IF &PHJ.LT
GO TO 45
ELSE
GO TO 45%
ENTTOTIF
A40  GNI2S=0MAXES
GG TO 440
445 GN25=(COS(LTRACHMESSKANG ) IXXZ2.,5
GHN2S=10.XALOGID(GN25)
GNZ25=GN2S+GMAX5E
GO TO 440
4530 GNI2S=GCK1SS+GCK28S/ ((SIN(DTRXGCKISSHANG) Y XXKCNES)
GN2S=10.XALOG10(GN2E)
GO TO 440
4535  GN2S=GMINGS

C
cC XCOMPUTE ANGLE RETWEEN MAINREAM RORESIGHT aAND
c CLUTTER FATCH CENTER IN 3RD QUADRANTX
4460 ARGI=SIN(ITREDEFCTS)XSIN(OTRY¥DIEFAS)+COS(ITRIDEFCTS) X
+ COS(DTRYXDEFASI¥COSCOTRX(180.+AZCTS-ANAZE)Y)
IF (ARS(ARG3).GT.1.0) THEN
ANG=90.0
GO TO 445
END IF -
ANG=RTL¥*ACOS (ARG3)

*FINIt ANGLE SECTOR FOR 3RD RADNIAL ANTENNA ANGLE ANID
COMFUTE GAINX
465 IF {(ANG.LT.1.E-35) GO 70 470
IF (ANG.LT.EELSS) GO TO 473
IF (ANG.LT.ANGSLS) THEN
GO TG 480
ELSE
GO TO 482
ENDUIF
470 GN35=GMAXSS
GO TO 485
475 GH3IS=(COS{DOTRXCMESSXANG) > X%2.5
GN3S=10,.,XALOGLO(GN3S)
GN35=GN3S+GMAXSS
GO TO 48%
480 GN3S=GCK1SS+GCK2SS/((SIN(DTRXGCKISSKANG) I XXCNSS)
GN38=10.%ALOG10(GN3S)
GO TO 48%
GN3S=GMINSS

O0o

XCOMFUTE ANGLE EETWEEN MAINREAM EORESIGHT AND CLUTTER
FATCH CENTER IN 4TH QUADRANTX
ARGA=SIN(ITRXDIEFCTS)XSIN(DTRYIEFAS) +COS{OTRANEFCTS) X
+ COS(DTRXDEFAS)XCOS(DTRX(340.-AZCTS-ANAZE) )
IF (AERS(ARG4).GT.1.0) THEN

..,.A_\.AJ.A'.A.H-I..AAJ‘ .e_.-d‘.-.



AN

NN

:'£ =T ANG=90.0

A GO0 TO a8é

- TRI IF

i AHG=RTIEACOS (ARGS)

; ':\‘ C

2N o LT INDE ANGLE SECTOR FOR 4TH RADIAL ANTEHNA AND
S0 C COMPUTE GAINX

b1 484 IF (ANG.LT.1.E-5) GO TO 4&E
4N IF (ANG.LT.EELSE) GO TO 490
TF (ANG.LT.ANGELE) THEN

R GO TO 492
(e ELSE
o GO TO 494
o END IF
482  GN4S=GMAXSS
- GO TO 495
N 490 ONAS=(COS(DTRXCMESSKANG) )IXKX2.5
- GN4S=10,XALDG10(GNAS)
L. GN4S=GMAXSS+GN4S
> GO TO 495
o~ 492 ON4S=GCK1SS+GCRISS/ ((SIN(DTRXGCKISSHANG Y I RKCNSE)
v GN48=10.%ALOG10(GNAS)
108 80 T0 495
e 4924  GN4S=GMINSS
Y c
o 495  RETURN
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% SURROUTIRE CLTARS #
* WRITTEN RY! JOE DEVENUTO *
* S SEFTEMBER 1983 *
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THE SUBRROUTINE CLTARA CALCULATES TiE AREA OF
CLUTTER SEEN BE A SFACE-RASED RADAR SYETDH GIVEN THE
FLATFORM ALTITUDE,RADAR AZIMUTH AND ELEVATION REAH-
WIDTHS, THE GRAZING ANGLE ANDI THE SLANT RANGE.

THE FOLLOWING VARIARLES ARE USED IN *CLTARA®

INFUT VARIARLES
HES-SATELLITE ALTITUDE(KM)
RAZSS-ANTENNA AZIMUTH BEAMWIDTH (DEG)
RELSS~-ANTENNA ELEVATION REAMWIDTH (DEG)
THETSS~-GRAZING ANGLE (DEG)
RES-SLANT RANGE (KM)

QUTFUT VARIABLES
ARACLS~CLUTTER AREA (KMXKM)

FROGRAM VARIARBLES
ANG-ANGLE (DEG)

¥DECLARE VARIARLESX
REAL HSS,BAZSS,BELSS,THETSS,RSS,ARACLS,ANG
COMMON RE,GRAV,CLGHT,BKyOTR,RTD,FI,KMTNM,NMTKM

¥COMFUTE CLUTTER AREAX% T

ANG=ASIN( (RE/(RE+HSS) ) XCOS(LTRXTHETSS)) - (RELSSXDTR)

ARG=({HGS+REI/RE)XSIN{ANG)
IF (ARS{(ARG).G6T.1.0) THEN
ARG=2.,0-ARG
END IF
ARACLE=(ACOE (ARG) - (THETEE+RELSS)XDTRI X
BAZSSXDTRAREXRSS

RETURN
ENT!
D=27
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o THE GUEBROUTINE aNal COMPUTES THE wabah S«GLF U5ING
e C THE LAW OF COSIKES GIVEN THE SLANT RAKNGE &ND SATELLITE
e C ALTITULE.
- A C
,i&f C THE FOLLOWING VARIARLES ARE USED IN *aANaDL®

i C TNFUT VARIARLES

- C HSS-SATELLITE ALTITULE
A » RSS-5LANT RANGE

-t C OUTFUT VARIAELES
s C NAS-NADIR ANGLE

;,j g ARG~ARGUMENT

- o KLECLARE VARIAERLESX

.‘-\.'-: REALL HSS,FRSS,NAS, ARG

%
00

XCOMFUTE NADIR ANGLEX
'@ ARG={ ( { (HSS+RE> ¥X2) + (RESXX2) ~(REX%2))/

P + (2% (HSS+RE)XRSS))

o IF (ABS(ARG).GT.1.0) THEN
N ARG=2,0~ARE

e ENDIF

2N NAS=RTIKACOS{ARG)

X RETURN
ERND
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SLUBEROUTINE ANIOIOVX,TERAS  AZAND S
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X SLUEBRAUTINE ANGC ‘ *
# WRITTEM BYy: CU.R. RISER

¥ MOQDIFIED RBY! JOE DEVENUTO *
¥ 10 OCTORER 1783 ¥
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THE SUREROUTINE ANGC COMPUTES THE AZIMUTH ANGLE
BETWEEN THE DEFRESSION ANGLE VECTOR ANDI THE CVX VECTOR.

THE FOLLWOING VARIAEBLES ARE USED IN "ANGC®

INFUT VARIAERLES
CVUX=(FT+{RKI-1)XFRF+NXRWF I L AMOAY 7/ (2, %VE)
DEFAS-TIEFRESSION ANGLE

DUTFUT VARIARLE
AZANG-AZTMUTH ANGLE

FROGRAM VARIARLES
DENCH-DENOMINATOR
ARG-ARGUMENT

¥DECLARE VARIABLES
REAL CVUX,DEFAS,AZANG
COMMON RE,GRAV,CLGHT ,BKsOTRyRTH,FI,KMTNM,NMTHM

DENOM=COS(NTRYXIIEFAS)

IF(ABSCOENOM) JLT1E-148) THEN _

DENOM=SIGN{1E-148,ENOM) -7

END IF

ARG=CUX/TIENTM

IF(ARS{(ARG).GT.1.0) THEN
ARG=Z . -ARG

END IF ’

AZANG=RTI¥ACOS (ARG’

RETURN
END




FLOWCHART FOR SUBPROGRAM CANCEL

C—

T(TAP+1)

, P AL
.. IR
* N N

i a

DECLARE VARIABLES
ZERO FILTER VARIABLES

BEAPY,
Liatals ety

11

z

l"'#ﬂ ‘ ‘l

s f_-.-t'l"

4

*COMPUTE BARTLETT
WEIGHTS*
K =IDELT/BURST
h(nT)=CMPLX(K,0.0)
I =1I41

R 1

e

*QOMPUTE HANNING
WEIGHTS*
K=,54+.5C0S(IDELT7I7 BURST)
h(nT)=CMPLX(K,0.0)
I =1I4+1

*COMPUTE HAMMING
WEIGHTS*
K=.54+,.46COS(IDELTTI/BUR)
h(nT)=CMPLX(K,0.0)
I =1I4+1

*COMPUTE BLACKMAN
WEIGHTS*
K=.42+.5COS(IDELTU/BUR)
.08COS(2IDELTTI/BUR)
h(nT)=CMPLX(K,0.0)
I=1I4+1
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Do
. Q:$

IF

; CCNSHS T T —%| *COMPUTE BINOMIAL
=5 WEIGHTS* .

R NUM = TAPS

o . DENOM = 1
e J = TAP - 1
T NUM=NUM*J
J=J-1

Al

-,
o J=TAP - I + 1
.

'.:\ W

:\: .

2 T-% DENOM=DENOM*J

- J=J-1

o~

2 J=1I-1
K} - ™

T DENOM=DENOM*J

J=J-1

o K= (NUM/DEMON) (~-1%*(I-1))

- h(nT)= CMPLX(K,0.0)

~ . . I=I+1

>,

2
- T—%| CALL SIGNAL GENERATOR

2 +
=

-

T . *COMPUTE UNIFORM WEIGHTS* >
$ r~ K= ((=1)%*])

D a "t h(nT) = CMPLX(K,OQO)

4]

*” - \
v D=31

q

2,

s
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{ T3 *COMPUTE BUTTERWORTH WEIGHTS*

7 h(1)=(5.1258,0.0) h(2)=(-13.1371,0.0)
h(3)=(21.8462,0.0) h(4)=(-25.6884,0.0) j—-

. h(5)=(21.8462,0.0) h(6)=(-13.1371,0.0)

2 h(7)=(5.2158,0.0) h(8)=(-1.0,0.0)

F
X I < N-TAP+ -~ h(I+TAP+1)=CMPLX(0.,0.)
“s. I =1I4+1

e *COMPUTE FFT OF FILTER*
b CALL FFT2C
% 4

4

2
s (w) = |H(w)] c(w)
(]

I=1I+1

a2 RETURN
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X SURPROGRAM CARCEL ¥
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THE SUBPROGRAM CANCEL SIMULATES A GIVEHW
CLUTTER FILTER ANL THEN FERFORMZ THE FILTERING
ON THE CLUTTER FPSD CALCULATED IN SUBFROGRAM
CLUT.

CANCEL CALLS THE FOLLOWING SUERCUTINES
FFT2C
SIGNAL

THE FOLLOWING VARIARLES ARE USEDY IN "CANCEL®
INFUT VARIARLES
CONSHS-INFUT TO CONTROL CANCELLATION SCHEME
NZ-HUMEBER OF FOINTS
TS-SAaMFLING INTERVAL
CLTFSE{N)-ARRAY OF CLUTTER FSD VALUES
RURSS~EURST TIME (SEC)
TAFS-NUMBER QF FILTER TAFS
DUTFUT VARIAELES ,
FLCFES(N)~ARRAY OF FILTERED CLUTTER FSD VALUES
FLMAGE(N)-ARRAY OF FILTER MAGNITUDE COEF
SURFRIOGRAM VARTARLES
FLCOEF(N)—-ARRAY OF COMPLEX FILTER COEFFICIENTS
REVAL-REAL PART OF COMFLEX VARIABLE
IMVaL-IMAJINARY FART OF COMFLEX VARIABLE
IyJdyW,yL~-LO0OF VARIARBLES
TWRK (N -WORK ARRAY FOR FFT2ZC SUBROUTINE
FLTAMG(N)-ARRAY OF H{W) FILTER COQEF.
SGCOEF (N)-ARRAY OF COMFLEX SIGNAL COEF.
DELT-DELTA TIME
NENOM-DENOMINATOR

¥DECLARE ANI INITIALIZE VALUESX

DIMENSION CLTFSS(200),FLCFSS(200),IWK(200),
+ FLMAGS(200),FLTAMG(200)

REAL TS,CLTFSS,FLCFPSS,REVAL, IMVAL,FLMAGS,
+ FLTAMG, N, BURSS, DELT  NUM, DENCOM

INTEGER CCNSHS,NSyIsLyJ,y,IWK,TAFS

COMFLEX FLCOEF({(200),8GCOEF (200>

COMMON RE,GRAV,CLGHT,BK,DTR,RTL,FI,KMTNM,NMTKM
00 605 I=1,150,1

FLTAMG(I)=0.0
CONTINUE

¥CHOOSE WEIGHTING SCHEME AND DETERMINE TAF WEIGHTSHY
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DELT=TE/ (TAFSHL)

FRIATH, "DELT= *,DELT, [0 GHE=
ERARTLETT WEIGHTSX
IF (CONSHERLEQR. 1) THEN
DO 600 I=0,TAFS,1
e (1-TRIELT/RURSE)I K C (-1 %% 1)
FLCOEF (I+1)=CHFLX(K,040)
CONTINUE
GO TO 650
ENDN IF
XHANNING WETGHTSX
IF (CCNSHS.EQ.2) THEN
[0 610 I=0,TAFS,1
K=o 5+ SK(COSCIRDELTHFI/FURSSE) ) )% ( (=1 ) %¥I)
FLCOEF (I+1)=CMFLX(K,0.:0)
CONTINUE
GO TO 650
END IF
XHAMMING WEIGHTSX
IF (CCNSHS.EQ.3) THEN
IO 420 I=0,TAFS,1
K=(, 544, 46% (COS(TKDELTKRFI/RURSS) ) )R (~1)¥¥I)
FLEOEF (I+1)=CMFLX(K,0,0)
CONT INUE
GO TO 650
END' IF
¥ELACKMAN WEIGHTS*
IF (CCNSHS.EQ.4) THEN
I0 630 I=0,TAFS,1 . :
K=(.42+,5%(COS(IXDELTXFI/BURSS)) +
08X (COS(2KIKTNEL TKFI/RURSS) ) )X (=11 ¥*I)
FLCOEF (I+1)=CMFLX(K,0.0)

e LUNEHE

CONTINUE
GO TO 450
END IF
¥BINOMIAL WEIGHTSX
IF (CCNSHE.EQ.D) THEN
DO &35 I=1,TAFS+1,1
NUH=TAFS
DENOM=1
J=TARGE-1
IF (J.GT.0) THEN
NUM=NUMX
J=Jd-1
GO TO 36
END IF
J=TAFS-I+1
IF (J.GT.0) THEN
DENOM=DENOMXJ
J=Jd-1
GO 70O 637
END IF
J=I~1 '
IF (J.GT.0) THE
DENOM=DENQOMX.




640

H45

670

NENEST

GO 7O &3

ENL iF
K CNUFZDENOMY K {13k % (T=1))
FLCOEF (I)= CMFLX(K,0.)
CONTINUE
GO TO 450
END IF
XIMFULSE RESFONSEX
IF (CCNSHS.EQ.&) THEN
CALL SIGNAL(NS,TE,SGCOEF)
[0 440 I=1,NS,1
FLCOEF (I)=(SGCOEF(I))
CONTINUE
GO TO 680
ENIt IF
XUNIFORM WEIGHTS*
IF {CCNSHS.ER.7) THEN
[0 445 I=0,TAFSG,1
K= (1) %KI
FLCOEF(I+1) = CMPLX(K,0.0)
CONTINUE
END IF
¥RUTTERWORTH WEIGHTSX
IF (CCNSHS.ER.8) THEN
FLCOEF(1)=(5.12%8,0.)
FLCOEF(2)=(-13,1371,0,)
\ FLCDEF(3)=(21,8462,0.,)
FLCOEF (4)=(~-25,6884,0.)
FLCOEF (5)=(21.B462,0.,)
FLCOEF(6)=(~12,1371,0.)
FLOOEF(7)={5,1258,0.)
FLCOEF(8)=(-1,,0.)
END IF
XZERO FILL FILTERX
L=NS-(TAFS+1)
[0 655 T=1,l,1
FLCOEF (I+(TAFS+1) )=CMFLX (0. 0,0.0)
CONTINUE
J=(ALOG1O(REAL (N§)))/ (ALTGLO{2,))
CALL FFT2C(FLCOEF,J, IWK>
IO 470 I=1,NS,1
REVAL=REAL (FLCOEF (1))
IMVAL=ATMAG (FLCOEF(I))
FLMAGS (I)=( (REVALXX2) +
CONTINUE

(IMVALXKX2) ) XX, 3

XCOMFUTE FILTER CLUTTER FSIN VALUESX
D0 690 I=1,N5,1

FLCFSS(I)
CONTINUE
RETURN
END

= FLMAGE(I)XFLMAGE(IIXCLTFSS(I)
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FLOWCHART FOR CLTATT SUBPROGRAM

START

DECLARE VARIABLES
ZERO POWER VARIABLES

*COMPUTE CLUTTER POWER IN
AND OUT OF FILTER*

C =C + FCLTPSD(I)
o O

C =C + CLTPSD(I)
I I

I=I + 1

D-36

T N N
AR VALY
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5 ~
« » THE SUEFROGRAM CLTATT COMPUTES THE CLUTTER ATTENUATIGH
» FACTOR GIVEN THE CLUTTER #90 &5 SEEN BY A SPRALE-EAGED RAT-
< » AR AND THE CLUTTER CANCELLATION SCHEME.
2 C
. C THE FOLLOWING VARIARLES ARE USEDN IN °*CLTATT®
[ C INFUT UARIAEBLES
C CLTFSS(N)~-ARKAY OF CLUTTER FEIl UALUES
- (o FLCFSS{N)-ARRAY OF FILTERED CLUTTER FSI
- c FCOFMG(N)-ARRAY OF FILTER CUEFFICIENTS
p c NS-NUMEBER OF DATA FOINTS
3 C OUTFUT VARIAELES
) o CTATS~CLUTTER ATTENUATION FACTOR
C SUBFROGRAM VARIABLES
c FCLFW-FILTERED CLUTTER FOWER
? C CLTPW-RECEIVED CLUTTER FOWER
o C I,J,L~L00F CONTROL
~ C
N DIMENSION CLTFSS(200),FLCFSS(200) ,FSGPSI(200)
] ‘ DIMENSION IWR(200),FFTSIG(200),FCOFMG(200)
- REAL UTS,RTS,RCSE,KRANS,CLTFSE,FLCPSS,FCLTFW,CLTFW,
3] + FSIGFW,SIGFW,GAIN, GMAXS,CTATS,FSGFST,
N + RCSNIE,REVAL,, IMVAL ,FFTSIG, FCOFMB
N CWMFLEX SGCOES(200)
T TNTEGER NS, T,Ksdely IWK
c
» c ¥ZERD POWER VARIARLESH
- FCLTFW=0.0
2 CLTFW=0,0
~ C :
~ c XOOMPUTE CLUTTER FOWER IN & OUT OF FILTERX
LG 800 I=1,NS,1
: FOLTFW= FLLlFU + FLCFSS(TI
" CLTFW=CLTFW + CLTFSS(I)
. 800 COMTIMUE
~ c
-t C
c XCOMFUTE ATTENUATION FACTORX
g CTATS=10%ALOG10(CLTFW/FCLTFW)
X C
- RETURN
¢ END
- .
. -
2 D=37
5
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